Semester I

PROGRAMMING PARADIGMS AND LANGUAGES
Paper Code: MCS 121

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This course is designed to teach the basics concepts of a programming language.
Unit I







                                    [No. of Hrs. 12]

Preliminaries: Reasons for Studying Concepts of Programming Languages, Programming Domains, Language Evaluation Criteria, Influences on Language Design, Language Categories, Language Design Trade-Offs, Implementation Methods, Programming Environments, Pseudo codes.

Unit II








                        [No. of Hrs. 12]

Language Components: Describing Syntax , fundamentals of BNF and Concepts of Semantics, Basic Concepts of parse tree, Names, Variables, Bindings, Scope and Lifetime, Referencing Environments, Named Constants. 

Data Types: Primitive Data Types, Character String Types, User-Defined Ordinal Types, Array Types, Associative Arrays, Record Types, Union Types, Pointer and Reference Types, Type Checking, Strong Typing. 

Unit III







                       [No. of Hrs. 12]

Statements, Control Structures and Subprograms: Arithmetic Expressions, Overloaded Operators, Type Conversions, Relational and Boolean Expressions, Short-Circuit Evaluation, Assignment Statements, Mixed-Mode Assignment, Selection Statements, Iterative Statements, Unconditional Branching, Guarded Commands, Fundamentals of Subprograms, Design Issues for Subprograms, Local Referencing Environments.
Unit IV







                        [No. of Hrs. 12]

Programming Paradigms: Recap of Structured Programming through C, Basics of object-oriented programming, Functional Programming, Logic Programming, and applications of these paradigms

Unit V
[No. of Hrs. 12]

Object-Oriented Programming (through C++): Design Issues for Object-Oriented Languages, Objects, Classes, Abstraction, Encapsulation, function overloading, Inheritance . 

BOOKS RECOMMENDED:

 

ESSENTIAL READINGS:
1. Robert W. Sebesta, “Concepts of Programming Languages”, Addison-Wesley, 8th edition, 2008.

2.   E.Balagurusamy , “Programming in Ansi C”., Tata McGraw Hill , 3rd  edition. 
3.   K Venugopal, Raj Buyya ,  “Mastering C++” , Tata Mcgraw Hill ,2002
REFERENCES:
1. Ravi Sethi, “Programming Languages: Concepts and Constructs”, Addison-Wesley, 2nd Edition, Pearson, 2002.

DATABASE MANAGEMENT SYSTEMS
Paper Code: MCS 122

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This module is designed for the students to know about the fundamental concepts of database management and handling.
Unit I







                                  [No. of Hrs. 12]

Introduction to DBMS: Concept and Architecture of DBMS, Data Base System v/s File System, Schemas, Instances and Data Independence, Introduction to Conventional Data Models (Network, Hierarchical and Relational), Database Administration- Role of DBA. 

Unit II








                      [No. of Hrs. 12]

Data Modeling Using ER Model: Concept, Relational Algebra and Tuple, File Structure, Table Space, Segments, User Database, Data Dictionary Management, Memory Structure, Process Structure and Domain Calculus.

Unit III







                      [No. of Hrs. 12]

Database Design and the E-R Model: Overview of the design process, E-R Model, constraints, E-R diagrams, E-R design Issues, Concepts of Keys (Super Key, Candidate, and Primary), Generalization, Aggregation, Relational Model-Functional dependencies, Normal Forms, Loss Less Join and Dependencies Preserving Decomposition.

Unit IV
  [No. of Hrs. 12]

Transactions & Concurrency Control and SQL Basics: Transaction Concept, Transaction State, Concurrent Execution, Basic Structure of SQL Queries, Types of SQL Commands, INSERT, UPDATE and DELETE Operations.

Unit V








                      [No. of Hrs. 12]

SQL: Queries and Sub-Queries, Set Operations, Aggregate Functions, Nested Sub Queries, Complex Queries, Views, Modification of the Database Structure, Integrity Constraints, Indexing. Introduction to PL/SQL.
BOOKS RECOMMENDED:

 

ESSENTIAL READINGS:

1. Abraham Silberschatz, Henry Korth, S. Sudarshan, “Database Systems Concepts”, 5th Edition, McGraw Hill.

REFERENCES:

1. C.J.Date, “Introduction to Database systems”, 7th Edition, Narosa Publishing House.
2. Bipin Desai, “An Introduction to Database Systems”, Galgotia Publications, 1991.

3. Ullman J.D., “Principles of Database Systems”, Galgotia Publications
4. Raghu Ramakrishnan & Johannes Gehrke, “Database Management Systems”, McGraw-Hill.
 COMPUTER ORGANIZATION AND ARCHITECTURE 

Paper Code: MCS 123

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This course focuses on various essential areas of computer systems.
UNIT I







                         [No. of Hrs. 12]

Representation of Information: Number System, Conversions among Number Systems, Integer and Floating-Point Representation, Arithmetic operations, Character Codes (ASCII, EBCDIC), and Error Detection and Correction Codes (Parity, Gray & Hamming Codes).

UNIT II 







                          [No. of Hrs. 12]

Combinational Digital Circuits: Gates, Boolean Functions and Expressions, Designing Gate Networks, Useful Combinational Parts, Programmable Combinational Parts, Timing and Control, Latches, Flip-Flops and Registers, Sequential Circuits, Useful Sequential Parts, Programmable Sequential Parts, Clocks and Timing of Events.

UNIT III 







                         [No. of Hrs. 12]

Computer System Technology: Components to Applications, Computer Systems and their Parts, Generations, Processor and Memory Technologies, Peripherals I/O and Communications, DMA, Pipelining, Software Systems and Applications, Instruction and Addressing, Instruction Formats, Types, Addressing Modes, Assembly Language Programs, Assembler Directives, Pseudo Instructions, Macroinstructions, Linking and Loading.

.
UNIT IV 







                        [No. of Hrs. 12]

Addition and Subtraction of Signed Numbers, Multiplication of Positive Numbers, Signed Operand Multiplication and Fast Multiplication, Integer Division, Floating Point Numbers and Operations.


UNIT V







                        [No. of Hrs. 12]

Memory System Design: Main Memory Concepts, Cache Memory Organization, Mass Memory Concepts, Virtual Memory and Paging. Input/output and Interfacing, Input/output Devices, Input/output Programming, Interrupts, Vector and Array Processing, Shared-Memory, Multiprocessing, Distributed Multi Computing.

BOOKS RECOMMENDED:

 

ESSENTIAL READINGS:

1. Tanenbaum,” Structured Computer Organization”, 5th Edition, PHI 

2. B. Ram, “Computer Fundamentals architecture and organization,” New Age International.
3. Mano Moris, “ Computer system Architecture”, 3rd Edition, PHI 

 

REFERENCES: 

1. Hamacher, “Computer Organization”, 5th Edition, McGraw Hill
2. Gear C. W., “Computer Organization and Programming”, McGraw Hill 

DATA STRUCTURES
Paper Code: MCS 124

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This course describes various structuring methods of data and their practical use.
Unit I







                                 [No. of Hrs. 12]

Data Structures Basics: Mathematical/algorithmic Notations & Functions, Complexity of Algorithms, String Processing- Storing Strings, Linear Arrays and their Representation in Memory, Traversing Linear Arrays, Inserting & Deleting Operations, Multidimensional Arrays, Record Structures and their Memory Representation, Stacks and their Array Representation, Arithmetic Expressions: Polish Notation, Recursion, Tower of Hanoi Problem.

Unit II







                                [No. of Hrs. 12]

Linked Lists and Queues: Representation of Queue, Insert & Delete Operations on Queue, Deques, Priority Queues, Linked Lists and their Representation in Memory, Traversing a Linked List, Searching a Linked List, Memory Allocation, Insertion, Deletion Operations on Linked Lists, Header Linked Lists, Two-Way Linked Lists, Circular Linked List.

Unit III






                                 [No. of Hrs. 12]

Trees: Binary Trees and their Representation in Memory, Traversing Binary Trees, Traversal Algorithms, Header Nodes, Threads, Binary Search Trees, Searching, Inserting and Deleting in Binary Trees, Path Length & Huffman’s Algorithm. General Trees.

Unit IV







                     [No. of Hrs. 12]
Graph Theory: Sequential Representation of Graphs, Linked Representation, Operations & Traversing the Graphs, Graphs and its Variants, Breadth First Search, Depth First Search, Greedy Method, Single Source Shortest Path, Minimum Spanning Trees, Prim’s Algorithm, Sparse, Matrics.

Unit V







                                 [No. of Hrs. 12]

Sorting and Searching: Time and Space Complexity of Sorting, Bubble Sort, Selection Sort, Divide and conquer, Binary Search with its Variants, Quick Sort, Linear Search and Binary Search Algorithms.

BOOKS RECOMMENDED:

 

ESSENTIAL READINGS:

1. Y.Langsam, M.J.Augenstein and A.M.Tanenbaum, “Data Structures Using C and C++”, Prentice Hall of India.

REFERENCES:

1. Seymour Lipschutz, “Theory & Problems of Data Structures”, Schaum’s Outline Series, (McGraw-Hill)

2. Ellis Horowitz, Sartaj Sahni, “Fundamentals of Data Structures” (CBS Publications)

3. Trembley, Sorenson, “An Introduction to Data Structures with Applications”, TMH, 2nd Edition.
4. Kutty, “Data Structures using C++ “(PHI)

5. Bhagat Singh, Naps, “Introduction to Data Structures (TMH)”
6. E Horowitz and S. Sahni, “Fundamentals of Computer Algorithm”, Galgotia Publications, 1991.

OPERATING SYSTEMS
Paper Code: MCS 125

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This module is designed to enable the student to know about the internal working methodologies of a computer. It throws light on memory management, resource management, internal memory allocation etc.
Unit I







                               [No. of Hrs. 12]
Introduction: A Brief Description of its Functional Behavior & Responsibilities as a Resource Manager and as an Interface between Hardware and User, Logical View and User View, Operating System need and Services, Classification and Organization of O.S, Introduction to Distributed and Network O.S.

Processor Management: Process Concept, Process Control Block, Process Operations.
Unit II







                               [No. of Hrs. 12]

Processor Management: Scheduling Algorithms, Preemptive & Non-preemptive scheduling, Short Terms and Long Term Process Scheduling Policies, Scheduling Criteria, Multiple Processor Scheduling, FCFS, SJF, Priority and Round Robin Scheduling, Critical Section, Semaphores, Asynchronous Parallel Process, Multithreading at System/User Level, Inter Process Communication, Process Synchronization & Deadlock.

Unit III






                               [No. of Hrs. 12]

Memory Management: Memory Management Techniques; Single Partition Allocation, Multiple Partition Allocation, Swapping, Paging and Segmentation, Page Fault, Page Replacement and Page Removal Algorithms, Logical and Physical Address Space, Address Mapping, Demand Paging, Virtual Memory.

Unit IV







                   [No. of Hrs. 12]

Device Management and I/O Programming: Classification of Device, Disk Structure, Disk Scheduling, FCFS Scheduling, SSTF Scheduling, Access Method and Storage Capacity, Sharable and Non Sharable Devices and their Management, Spooling Concept of Virtual Device, I/O Processor, Device Drivers, I/O Programming.

Unit V







                                [No. of Hrs. 12]

File System Management: Information-an important System Resource, Stored and Maintained Files, Linked and Index Allocation, Logical File Implemented on Physical File System, File Protection and Security, Free Space Management, Allocation Methods, FAT32 and NTFS.

BOOKS RECOMMENDED:

 

ESSENTIAL READINGS:

1. James L. Peterson & A. Silberschatz: “Operating System Concepts”; 2nd Edition, Addison Wesley, World Student Edition.
REFERENCES:

1. Andrew S. Tanenbaum:“Modern Operating Systems”, 3rd Edition, Prentice Hall, India

2. Dietel H.M.:“An Introduction to Operating Systems”;Addison Wesley, World Student Edition

3. “Systems Programming & Operating Systems”, 2nd Edition, Tata McGraw-Hill

4. Achyut Godbole :“Operating System” 

5. D.M. Dhamdhere :“System Programming & OS” 

6. Galvin: “Operating System”, 7th Edition
DBMS LAB

Paper Code: MCS 126

Credits: 02
Periods/week: 04
Max. Marks: 100

Objective: This lab course is based on the Practical implementation of concepts of database taught in Database Management Systems (MCS 122).

PROGRAMMING PARADIGMS & LANGUAGES LAB

Paper Code: MCS 127

Credits: 02
Periods/week: 04
Max. Marks: 100

Objective: This lab course is based on the Practical implementation of concepts of being taught in Programming Paradigms & Languages (MCS 121).

DATA STRUCTURES LAB

Paper Code: MCS 128

Credits: 02
Periods/week: 04
Max. Marks: 100

Objective: This lab course is based on the practical implementation of algorithms and data structures taught in theory paper Data Structures (MCS 124) 

.

COMMUNICATION SKILLS

Paper Code: MCS 129

Credits: 02
Periods/week: 02
Max. Marks: 100

Objective: This course is aimed at improving the communication skills of a student.
Semester II

COMPUTER NETWORKS
Paper Code: MCS 221

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: It is designed to help the students in learning the networking concepts and modes of data communication.
UNIT I 





                          
       [No. of Hrs. 12]

Data Communications :Components , Direction of Data flow , Networks , Components and Categories, Types of Connections, Topologies, Protocols and Standards ,  OSI model ,TCP/IP Model, Transmission Media , Coaxial Cable , Fiber Optics , Modems , DSL, Cable Modem..


UNIT II






     

        [No. of Hrs. 12]

Data Link Layer: Error , detection and correction , Parity , LRC , CRC , Hamming code , Flow Control and Error control , ARQ,ARP,RARP , LAN ,IEEE Standards Protocols, Ethernet IEEE 802.3 , IEEE 802.4, IEEE 802.5 , IEEE 802.11 , FDDI , SONET.


UNIT III 






  

      [No. of Hrs. 12]
Network Layer :Internetworking Devices, Hubs, Bridges, Routers, Switches, Packet Switching, Circuit Switching, Datagram Approach, IP Classes, IP Addressing Methods, Subnetting, Routing, Static Routing, Dynamic Routing Protocols. 

UNIT IV






   

     [No. of Hrs. 12]

Transport Layer: Duties of transport layer, Multiplexing, Demultiplexing, Sockets, User Datagram Protocol (UDP), Transmission Control Protocol (TCP), Congestion Control, Quality of services (QOS), and Integrated Services.


UNIT V 






   

     [No. of Hrs. 12]
Application Layer: Domain Name Space (DNS), SMTP, FTP, HTTP, WWW, DHCP, Introduction to Network Security, Digital Signatures, Firewall Introduction.


BOOKS RECOMMENDED:

 

ESSENTIAL READINGS:

1. Behrouz A. Forouzan, “Data communication and Networking”, Second Edition    Update, Tata McGraw-Hill, 2004.


REFERENCES:
1.  James F. Kurose and Keith W. Ross, “Computer Networking: A Top-Down  Approach Featuring the Internet”, Pearson Education, 2003.

2. Larry L.Peterson and Peter S. Davie, “Computer Networks”, Harcourt Asia Pvt. Ltd., Second Edition.

3. Andrew S. Tanenbaum, “Computer Networks”, PHI, Fourth Edition, 2003.

4. William Stallings, “Data and Computer Communication”, Sixth Edition, Pearson  Education, 2000.


COMPUTER ORIENTED NUMERICAL & STATISTICAL METHODS
Paper Code: MCS 222
Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This course is aimed to develop the analytical and computational skills in a student. 
Unit I







                                  [No. of Hrs. 12]

Solutions of Non Linear Equations: Absolute and Relative Error, Error Propagation, Methods for finding roots of non linear Equations: Bisection Method, False Position Method, Iterative Method, Newton Raphson method and secant method. Normalized floating point representation and Floating point Arithmetic.

Unit II 







                    [No. of Hrs. 12]

Solutions Solution of system of linear equation: Definition, Difference between Direct and Iterative Methods, Gauss Elimination Method (Simple and with Pivoting), Gauss Seidel Method, Interpolation and Approximation: Finite Differences, Difference Tables, Polynomial Interpolation: Newton’s Backward and Forward Formula. 

Unit III
                 




                                 [No. of Hrs. 12]
Central Difference Formulae: Gauss Forward and Backward Formula, Lagrange’s Interpolation, Newton’s Divided Difference formula, Numerical differentiation and Integration: Introduction, Trapezoidal Rule, Simpson’s rule, Solutions of differential equations: Picard’s method, Euler’s Method Runga Kutta Methods.

Unit IV 







                    [No. of Hrs. 12]

Frequency Distribution: Collection of Data, Classification of Data, Class Interval, Types of classes, Class Frequency, Class Mark, Class Boundaries, Width of a class, Frequency Density, Relative Frequency , Percentage Frequency and Cumulative Frequency.

Methods of Central Tendency: Introduction, Arithmetic mean, Simple and weighted 

For raw data, discrete frequency distribution, continuous frequency distribution, Median and Mode.

Unit V                                                                    

                               [No. of Hrs. 12]
 Correlation and Regression: Introduction to Correlation, Types of Correlation, Scatter Diagram Method and Correlation Coefficients.

Regression: Introduction, Regression analysis, Regression lines. Curve fitting and approximation: Method of least squares, fitting of straight lines, polynomials and curves.

BOOKS RECOMMENDED:

 

ESSENTIAL READINGS:

1. S.P. Gupta : “Statistical Methods”, S. Chand & Co.
2. S.S.Sastry, “Introductory Methods of Numerical Analysis”, second ed., Prentice Hall of India Pvt. Ltd, 1997.

3. S.C. Gupta : “Fundamental of Statistics”, S. Chand & Co. 

REFERENCES:

1. V. Rajaraman :”Computer Oriented Numerical Methods”, PHI.

2. R.S. Bharwaj : “Business Statistics”. 

SOFTWARE ENGINEERING
Paper Code: MCS 223

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This module will help the students in acquiring knowledge about the various software development and design processes. 

Unit I








                  [No. of Hrs. 12]

Introduction to Software Engineering: The Software Crisis, Principles of Software Engineering,
Software Process: The Software Lifecycle, Types of Models, System Classifications.

Unit II







                             [No. of Hrs. 12]

Software Analysis: Requirements Analysis, Functional and Non-functional Requirements Elicitation, Analysis Tools, Requirements Definition, Requirements Specification, Static and Dynamic Specifications, Requirements Review, Flow Based, Data Based and Object Based Analysis.

Unit III






                             [No. of Hrs. 12]

Project management: Relationship to Lifecycle, Project Size and its categories, Project Planning, Project Teams, Project Control, Project Organization, Risk Management, Configuration Management, Version Control, Metrics.

Software Cost and Time Estimation: Functions Points, Issues in Software Cost Estimation (Introduction to the Rayleigh curve), Cost Models (COCOMO, Putnam-Slim, Watson and Felix), Other Approaches to Software Cost and Size Estimation (S/W Complexity, Cost by Analogy)

Unit IV







                  [No. of Hrs. 12]

Software design: Design for Reuse, Design for Change, Design Notations, Design Evaluation and Validation, Design Concepts and Notations; Process Oriented Design (Gane & Sarson and Yourdon Notations), Data Oriented Design (Warnier-Orr), Object-Oriented Design (Booch Approach), Verification and Validation methods, Documentation and Implementation Procedures, Design Matrices. Role of CASE tools in Software Design.

Unit V








                  [No. of Hrs. 12]

Testing and Quality Assurance: Programming Standards and Procedures, Modularity, Data Abstraction, Static Analysis, Unit Testing, Integration Testing, Regression Testing, Verification and Validation, Tools for Testing, Fault Tolerance, The Maintenance Problem, The Nature of Maintenance, Planning for Maintenance, Introduction to Quality Assurance.


BOOKS RECOMMENDED:

 

ESSENTIAL READINGS:

1. R.S. Pressman, “Software Engineering”: A Practitioner’s Approach, McGraw-Hill.
REFERENCES:

1. P. Jalote, “An Integrated Approach to Software Engineering” , Narosa Publishing House
2. K.K. Aggarwal and Y. Singh, “Software Engineering”, New Age International Publishers
3. I. Sommerville, “Software Engineering”, Pearson Education

4. Douglas Bell, “Software Engineering for Students”, Addison-Wesley.
5. R. Mall, “Fundamentals of Software Engineering”, Prentice-Hall of India


ANALYSIS AND DESIGN OF ALGORITHMS
Paper Code: MCS 224

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: It is being taught with the intention to teach the student how to measure the effectiveness of an algorithm and also to build an efficient way to carry out various types of sorting and searching techniques.
UNIT I 






         

  [No. of Hrs. 12]

Basic Concepts of Algorithms: Introduction, Notion of Algorithm, Fundamentals of Algorithmic Solving, Important Problem types, Fundamentals of the Analysis Framework, Asymptotic Notations and Basic Efficiency Classes, Problem Classifications, NP class, NP completeness, reducibility, NP complete problems.


UNIT II 






         

 [No. of Hrs. 12]

Mathematical Aspects and Analysis of Algorithms: Mathematical Analysis of Non-Recursive Algorithm, Mathematical Analysis of Recursive Algorithm, Solving Recurrence Relations, Example: Fibonacci Numbers, Empirical Analysis of Algorithms, Algorithm Visualization.


UNIT III 






     
             [No. of Hrs. 12]
Analysis Of Sorting and Searching Algorithms: Radix Sort, Sequential Search and Brute-force string matching, Divide and conquer, Merge sort, Quick Sort, Hashing, Binary Search, Binary tree, Traversal and Related Properties, Decrease and Conquer , Insertion Sort , Depth first Search and Breadth First Search.


Unit IV 






    
             [No. of Hrs. 12]

Algorithmic Techniques: Transform and conquer, Presorting , Balanced Search trees, AVL Trees, Heaps and Heap sort, Dynamic Programming, Warshall’s and Floyd’s Algorithm, Optimal Binary Search trees, Greedy Techniques, Kruskal’s Algorithm, Dijkstra’s Algorithm , Huffman trees.


Unit V 







             [No. of Hrs. 12]

Algorithm Design Methods: Backtracking, n-Queen’s Problem, Hamiltonian Circuit problem, Subset-Sum problem, Branch and bound, Assignment problem, Knapsack problem, Traveling salesman problem, Flow-Shop Scheduling.


BOOKS RECOMMENDED:

 

ESSENTIAL READINGS:

1. T.H. Cormen, C.E. Leiserson, R.L. Rivest and C. Stein, “Introduction to Algorithms”, PHI Pvt. Ltd., 2001

2. Y. Langsam, M.J. Angestein and A.M. Tanenbaum, “Data Structures Using C and C++”, Prentice Hall of India.

REFERENCES:

1. Anany Levitin, “Introduction to the Design and Analysis of Algorithm”, Pearson Education Asia, 2003.

2. Sara Baase and Allen Van Gelder, “Computer Algorithms, Introduction to Design and    Analysis”, Pearson Education Asia, 2003.

3. A.V.Aho, J.E. Hopcroft and J.D.Ullman, “The Design and Analysis of Computer Algorithms”, Pearson Education Asia, 2003.

4. Ellis Horowitz, Sarataj Sahni, S. Rajsekaran, ”Fundamentals of Computer Algorithms”, University press.

5. Mark Allen Weiss, “Data Structure & Algorithm Analysis in C++”, Third Edition,     Pearson Education.

ARTIFICIAL INTELLIGENCE
Paper Code: MCS 225

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: The main aim of this module is to make the computer work as efficiently as humans do.
Unit I 






                    


[No. of Hrs. 12]

Introduction to Artificial Intelligence: Definition, Components of AI Systems,  Intelligent Agents, Agents and Environments, Good Behavior, The Nature of Environments, Structure of Agents, Problem Solving, Problem Solving Agents, Example Problems, Searching for Solutions, Uniformed Search Strategies, Avoiding Repeated States, Searching with Partial Information.

Unit II







          


[No. of Hrs. 12]
 Searching Techniques: Informed Search and Exploration, Informed Search Strategies, Heuristic function, Local Search Algorithms and Optimistic Problems, Constraint Satisfaction Problems (CSP).


Unit III






         


[No. of Hrs. 12]

Knowledge Representation: Issues, First Order Logic, Syntax and Semantics for First Order Logic, Prepositional Versus First Order Logic, Unification and Lifting, Forward Chaining, Backward Chaining, Resolution, Knowledge Representation using rules. 


Unit IV







           

[No. of Hrs. 12]

Learning: Learning from Observations, Forms of Learning, Rote learning, Learning by taking advice, Learning in problem solving, Induction, Explanation based learning, Discovery, Analogy, Formal Learning theory, Introduction to Neural Net and Genetic learning.

Unit V 







           

[No. of Hrs. 12]

Applications: Introduction to Expert systems, Representing and using domain knowledge, Expert system shells, Explanation, Knowledge Acquisition, Perception and Actions.

BOOKS RECOMMENDED:

 

ESSENTIAL READINGS:

1. Stuart Russell, Peter Norvig, “Artificial Intelligence, A Modern Approach”, 2nd Edition, Pearson Education / Prentice Hall of India, 2004.

2. Elaine Rich and Kevin Knight, “Artificial Intelligence”, 2nd Edition, Tata McGraw Hill, 2003.

REFERENCES:

1. Nils J. Nilsson, “Artificial Intelligence: A new Synthesis”, Harcourt Asia Pvt. Ltd.,  2000.

2. George F. Luger, “Artificial Intelligence, Structures and Strategies for Complex Problem    Solving”, Pearson Education / PHI, 2002
WEB TECHNOLOGIES LAB
Paper Code: MCS 226

Credits: 02
Periods/week: 04
Max. Marks: 100

Objective: This lab course enables students to understand web site planning and to create websites. Practical exercises will be given for getting hands on experience on the concepts of developing advanced HTML pages with the help of frames, cascading style sheets, scripting languages, and evolving technologies like DHTML. 

· Introduction to the Internet: History of the World Wide Web, hardware and software trend, object technology – java script object, scripting for the web-browser portability, Domain Name System (DNS), Internet service provider (ISP), Concept of IP Address, Internet Protocol, client server architecture.

· Introduction of HTML: Introduction, editing HTML: common tags, inserting images, lists, tables, frames, forms & linking. 

· Concept and Importance of DHTML, Introduction to Cascading Style Sheet (CSS), three ways of introducing the style sheets to your document. Basic Syntax; Creating and saving cascading style sheets, CSS Border, margin properties. Introduction to Document Object Model.     

· Introduction to VBScript, Variables, Data types, Control Structures & Loops, Functions in VBScript and validating forms.

· Introduction of ASP, Working with ASP page, Request & Response object, Application & Session.
· Working on Database: Inserting, Retrieving, Modifying/Updation of records from Tables in Databases using server objects (ADODB. Connection, ADODB. Recordset).

ANALYSIS & DESIGN OF ALGORITHMS LAB 

Paper Code: MCS 227
Credits: 02

Periods/week: 04
Max. Marks: 100

Objective: This lab course is based on the Practical implementation of concepts of being learnt in Analysis & Design of Algorithms (MCS 224).

SOFTWARE ENGINEERING LAB

Paper Code: MCS 228

Credits: 02

Periods/Week: 04

Max. Mars: 100

Objective: To get familiar with different models, documents, estimation techniques, project plans, test plans used in software development.
Question 1:

Prepare SRS for Banking or Online bookstore domain problem.

Question 2:

Using COCOMO Model, estimate effort for Banking or Online bookstore domain problem.

Question 3:

Calculate effort-using FP oriented estimation model.

Question 4:

Analyze the risk related to the project (Banking or Online book store) and prepare RMMM plan.

Question 5:

Develop Time-line chart and project table using PERT or CPM scheduling methods.

Question 6:

Draw an E-R diagram and DFD for the project (Banking or Online book store).

Question 7:

Design the test cases for the above domains.

Question 8:

Prepare Formal Technical Review, Version Control and Change Control for software configuration items.

Question 9:

Suppose that you need to develop an Employee Information System (EIS) for an organization whose employee strength is 100000. 

Now, perform the following activities for EIS. Make assumptions, wherever necessary.

(a) Which SDLC model will you choose? Justify your answer.                                   

(b) List the functional and non-functional requirements.    

(c) Propose a schedule for the project completion. Draw Gantt and Pert charts.       


(d) Estimate cost of the project.                                                                                 
      

(e) Develop complete SRS.




                                   

(f) Develop test plan document.




                   

Question 10:

Draw an E-R diagram for Library Management System.

Question 11:

Draw an E-R diagram for the ATM System.

Question 12:

A social networking site needed to be developed. Only college/university students are allowed to be registered. Each user of the system should be able to send e-mail to anyone if he has agreed to become his friend. He can post his own photograph, his friend photograph and also send gifts electronically. There should be provision for saving, formatting e-mail as well as printing them. The system should also prompt the user there is an e-mail for him/her.

Perform the following tasks:

(a) Develop SRS.

(b) Draw DFDs of level 0 and level 1.

(c) Draw an E - R diagram and its related tables into integrity constraints.

Question 13:

Consider a university registration system. The system is to handle student registration for various courses offered by the university as well as for examinations. Identify the risks associated with such a software system.

Question 14:

A system for publishing electronic journals / magazines of different branches of engineering is needed. Only those who have valid subscription to the site are allowed to access. An organization, which have many people to access the web site but purchased only one license, one should not be allowed to access in site for more than 2 hours. If someone has opened the site but not active, the control should go to the next one in queue. There should be provision of searching an article by author's name as well as by article's name. There should be also a provision for sending comments against any article as well as printing them.

Perform the following tasks:

(a) Develop SRS 


(b)
Draw DFD, of level 0 and level 1.

(c)
 Draw an E - R diagram and its related tables with integrity constraints.

Question 15:

A medical shop wants to automate its inventory on day to day basis. The system records all items and its quantities that a customer purchases: It should also record arriving materials from suppliers as well as losses of items due to spoilage. After purchase of items worth 6000/- by a customer, he gets 400/- worth medicines free of cost. The system should inform the customer through mailing facility. The system should also generate daily/weekly report about the status of inventory.

Perform the following tasks:

(a) Develop SRS.


(b)
Draw DFDs of level 0 and level 1

(c) Draw an E - R diagram and related tables with integrity constraints.

Question 16:

A list of employees with their basic pay is sent to a clerk. He calculates the gross pay using standard allowances, which are known for each pay slab. Deduction statements, such as loan repayments, subscription to association, etc., are also sent to another clerk who matches these slips with the slips of gross pay and calculates net pay. This slip is used by a third clerk to write out pay cheques for each employee and sent to respective employee.

Perform the following tasks:

(a) Develop SRS. 

(b) Draw DFDs upto two levels. 

(c) Draw an ER diagram and related tables with integrity constraints. 

Question 17:

List all the functional and non-functional requirements and also produce a project-scheduling chart using Gantt chart technique for hospital management system.

Question 18:

Consider developing a system for Inventory Management for a super market that has a number of branches all over a city. Perform the following activities: 

a) Suggest the most appropriate software engineering model for developing this project with appropriate justification. 

b) Derive the requirement specifications. 

c) List all the functional and non-functional requirements. 

d) Produce a project-scheduling chart using Gantt chart technique. 

e) Give the scope of the solution. 

f) Suggest the tools/platform, hardware and requirements. 

g) Suggest the networking architecture. 

h) Suggest the security mechanisms to be implemented. 

i) Develop a test plan for the system. You can make necessary assumptions and specify them. 

j) Write the risk management plans for the system. 

k) Estimate the efforts of software project. Make necessary assumptions. 

l) Suppose it was revealed that the poor knowledge of the tool is responsible for the problems that are being encountered for timely completion of the project. What type of remedies do you suggest for such type of problem? Justify your answer. 

m) Suppose there exists some old systems and wants to replace it, suggest the changes with respect to the software and hardware requirements. 


n) Describe the user-training plan, which can be followed. 

o) Develop a design review plan for the system. Also, list the deficiencies, if any, in the SRS for the same. 

Question 19:

Create a test plan for Library Management System. You can make necessary assumptions and specify them. 

Question 20:

Produce a project-scheduling chart using Gantt chart technique for ATM System and also develop a test plan for the system.

SEMINAR

Paper Code: MCS 229

Credits: 02

Periods/week: 02
Max. Marks: 100

Objective: To create awareness regarding current trends, issues and researches related to various aspects of Information Technology. 

Each student will be assigned a topic in the beginning of semester. The students will present a seminar on latest trends in the field of Information Technology. This will help the student in enhancing their communication as well as presentation skills and expand their area of knowledge. It will make them aware of ongoing developments in the related domain. This will make them more analytical & judgmental. They will be required to prepare and submit a short report on the same.
Semester III
DISCRETE MATHEMATICS

Paper Code: MCS 321

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: To extend students' mathematical maturity and ability to deal with abstraction and to introduce most of the basic terminologies used in computer science courses and application of ideas to solve practical problems. At the end of the course, students would have knowledge of the concepts needed to test the logic of a program, have gained knowledge which has application in expert system, in data base and a basic for the prolog language, have an understanding in identifying patterns on many levels and be aware of a class of functions which transform a finite set into another finite set which relates to input output functions in computer science.

Unit I 






                  
 

            [No. of Hrs. 12]

Introduction to Discrete Mathematical Structures, Formal Methods: Introduction and Analogy, Abstraction, Fundamentals: Sets & Relations- Sets, Types of Sets, Multi Sets, Operations on Sets, Relations and Properties of Relations, Representation of Relations, Equivalence Relation, Closures of Relations, Methods of Proof-Direct Proofs, Indirect Proofs, Mathematical Induction, Method of Contradiction.


Unit II







        
 

            [No. of Hrs. 12]
Combinatorics: Permutations and Combinations, Pigeon Hole Principle, Principle of Inclusion and Exclusion, Sequence and Series, Generating Functions.


Unit III






        


            [No. of Hrs. 12]

Mathematical Logic, Posets and Lattices: Partial Order Set, Bounding Elements, Well Ordered Set, Topological Sorting, Lattices, Principle of Duality, Bounded, Distributed, and Complemented Lattices, Proposition and Propositional Calculus.


Unit IV







        
 

[No. of Hrs. 12]

Graphs: Basic Introduction of Graphs- Types of Graphs, Path and Circuits, Eulerian Path and Circuits, Hamiltonian Path and Circuits, Shortest Path Algorithms.

Unit V 







 
 

[No. of Hrs. 12]

Finite State Machines and Languages: Grammar and Languages- Phrase structure Grammar, Types of Grammars and Languages, Finite State Machines and Languages.

BOOKS RECOMMENDED

ESSENTIAL READINGS: 
1. V. K. Balakrishnan, Introductory discrete mathematics, Prentice Hall, 1996.

2. Richard Johnsonbaugh, Discrete Mathematics, 7th Edition, Pearson Education, 2008.

3. Trembly J.P and Manohar R, “Discrete Mathematical Structures with
Applications to Computer Science, Tata McGraw Hill Pub. Co. Ltd, New Delhi, 2003. 

4. Ralph. P. Grimaldi, “Discrete and Combinatorial Mathematics: An Applied Introduction, Fourth Edition, Pearson Education Asia, Delhi, 2002.

REFERENCES: 

1. Norman Biggs, Discrete mathematics, Oxford University Press, 2003.

2. Bernard Kolman, Robert C. Busby, Sharan Cutler Ross, “Discrete Mathematical Structures, Fourth Indian reprint, Pearson Education Pvt Ltd., New Delhi, 2003.

3. Kenneth H.Rosen, “Discrete Mathematics and its Applications, Fifth Edition, Tata McGraw Hill Pub. Co. Ltd., New Delhi, 2003.

4. Richard Johnsonbaugh, “Discrete Mathematics", Fifth Edition, Pearson Education Asia, New Delhi, 2002.

COMPUTER GRAPHICS

Paper Code: MCS 322

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This course is aimed towards providing knowledge of graphics file formats, generation of images of 3-dimensional scenes. Applications include film special effects, simulation and training, games, medical imagery, flying logos.

Unit I







                    


[No. of Hrs. 12]

Introduction: Elements of graphics workstation. Video Display Devices. Raster Scan Systems. Random Scan systems. Input and Output devices. Graphics Software Coordinate Representations, Fundamental Problems in Geometry.

Unit II

                                                                                                   

[No. of Hrs. 12]

Output Primitives and Curve Filling:  Line drawing algorithms- DDA Algorithm. Bresenham’s Line Algorithm. Midpoint Circle Algorithm and Eclipse generating algorithms. Sean-line polygon fill algorithm. Inside-Outside tests. Boundary fill Algorithm. Flood fill Algorithm. 
Unit III







      


[No. of Hrs. 12]

Attributes of output primitives: Line attributes - Line type, Line width, Pen and Brush options, Line Color. Color and gray scale levels, Color-tables, Gray scale. Area- Fill Attributes- Fill styles, Pattern fill, Soft fill. Character Attributes, Text attributes.

Geometric Transformations: Translation, Scaling, Rotation, Reflection and Shear Transformations. Homogeneous Co-ordinates and transformations. Inverse Transformations 

Unit IV






                    


[No. of Hrs. 12]

2-D Viewing: The viewing pipeline, viewing co-ordinates, Window to view port co-ordinate transformation. Clipping operations-Point clipping, Cohen Sutherland Line Clipping Algorithm, Sutherland Hodge man polygon clipping algorithm.

3-D concepts: Three dimensional Display Methods, Parallel projection, Perspective projection, visible line and surface identification and Surface rendering.

Unit V

             



                                   
                    [No. of Hrs. 12]

3D Object Transformations: Splines, Bezier curves and surfaces, B-Spline curves and surfaces.

Computer Animation: design of animation sequences, general computer animation functions, raster animations. Key frame systems, morphing, simulating accelerations, motion specifications, kinematics and dynamics.

BOOKS RECOMMENDED:

 

ESSENTIAL READING:

1. D. Hearn & M. P.Baker, “Computer Graphics”, Prentice Hall of India, 2002.

 

REFERENCES:

1. Computer Graphics: Principles and Practice in C: James D. Foley, Andries van Dam, Steven K. Fei
2. Krisnamurthy N, “Introduction to Computer Graphics”, Tata Mc Graw Hill Edition

3. Zhigang X. & Plastock R.A., “Theory and Problems of Computer Graphics”, Schaum’s Outline, Tata Mc  Graw Hill Edition

4. Foley J.D & Dam A.Van, “Fundamentals of Interactive Computer Graphics”, Addison-Wesley.

5. Ralf Skinmetz and Klana Naharstedt, “Multimedia: Computing, Communications and Applications”, Pearson Education, 2001.

GUI PROGRAMMING

Paper code: MCS 323

Credits: 04

Periods/Weeks: 04

Max. Marks: 100

Objective: To understand working with Graphical User Interface and develop stand-alone application using GUI programming tools.

UNIT-I
                                               


            


[No. of hrs. 12]

Features of C# programming languages, Identifiers ,literals , Scope and life time issues , first c# program , compiling and executing program ,data types and operators , arrays , boxing and unboxing , comments.

Control statements: if-else, switch statements, for, foreach , do-while and while statement.

UNIT-II
                                                          





[No. of hrs. 12]

Classes and Interface: Constructors (default and static),methods , Abstract classes, sealed classes, interfaces, Inheritances , Exception handling .   

UNIT-III
                                           






[No. of hrs. 12]  

Overview of ASP.Net frame work , introduction of CTS .CLR ,class library ,types of controls in Asp.using standard control , accepting input from user , code behind , button ,image , label, text box , text area,redio button, check boxes etc, ispostback  property ,handling page events.    

UNIT-IV
                                                          





[No. of hrs. 12]

Validation controls , rich controls , data controls , list controls , using all these controls with web pages.    

Introduction of ADO.NET , architecture of ADO.NET.
UNIT-V  


                                   





[No. of hrs. 12]
 Methods of connection (OLEDB, SQL), Data Adaptor, DataProvider, DataSet,  Datatable, DataGrid, DataBinding, Database Operations. 
BOOKS RECOMMENDED

ESSENTIAL READINGS:

1) Chris H. papas ,William H. Murray , “C# essentials” .PHI

2) Stephen Walther ,”ASP.NET 3.5 Unleashed” , PearsonEeducation Low Price Edition. 

REFERENCES:
1)  Imar Spaanjaars ,“Beginning ASP.NET 4: in C# and VB”,  Wrox Publications

2) Karli Watson, Christian Nagel, Jacob Hammer Pedersen, Jon D. Reid, Morgan Skinner, “Beginning Visual C# 2010”, Wrox Publications .

COMPUTER GRAPHICS LAB 

Paper Code: MCS 324

Credits: 02

Periods/week: 04
Max. Marks: 100

Objective: This lab course is based on the Practical implementation of concepts of being learnt in Computer Graphics (MCS 322).

GUI PROGRAMMING LAB 

Paper Code: MCS 325
Credits: 02

Periods/week: 04
Max. Marks: 100

Objective: This lab course is designed to give the students a hand on experience on the use of GUI programming Techniques covering the theory syllabi of MCS 323.
MINOR PROJECT

Paper Code: MCS 326
Credits: 06


Periods/week:
 06 

Max. Marks: 100

Objective: In minor project the students shall develop running software using any front end design tool. They shall implement the concepts of a front end and a back end technology. The student has to develop a SDLC based project.

SOFTWARE ARCHITECTURE

Paper Code: MCS 327A

Credits: 04
Periods/week: 04

Max. Marks: 100

Objective: The primary objectives of this course are to understand the role of a software architecture in the development of application systems, to understand the role of a software architect, examine and compare various architecture view types and styles, develop the ability to read and understand the models that are used to document a software architecture, and to understand the nature of and the advantages and disadvantages for various architectural choices.

Unit I






                            

[No. of Hrs. 12]

Introduction to Software Architecture:  Fundamentals, Requirements, Design, Implementation, Analysis and Testing, Evolution and Maintenance, Processes.

Basic Concepts: Terminology, Models, Processes, Stakeholders.
Unit II






                            

[No. of Hrs. 12]

Software Architecture Design:  Design Process, Architectural Conception, Styles and Architectures Patterns, Architectural Conception in unprecedented design, Design Processes.

Connectors:  Connectors Foundations, Roles, Types and their Variation Dimensions, Examples (Event-Based, Grid-Based, Client-Server-based, P2P-based Data Distribution Connectors), Connector Framework.

Unit III





                            

[No. of Hrs. 12]

Modeling:  Modeling Concepts, Ambiguity, Accuracy and precision, Complex Modeling, Evaluating Modeling Techniques, Specific Modeling Techniques.

Visualization:  Visualization Concepts, Evaluating Visualizations, Common issues in Visualization, Visualization Techniques and its Evaluation.
Unit IV






                            
[No. of Hrs. 12]

Analysis:  Analysis Goals, Scope of Analysis, Architectural Concern being Analyzed, Level of Formality of Architectural Models, Type of Analysis, Level of Automation, System Stakeholders, Analysis Techniques.

Unit V






                            

[No. of Hrs. 12]

Implementation:  Mapping Problem, Frameworks and its evaluation, Middleware, Component models and Application frameworks, Concurrency, Architecture-to-Implementation Consistency. Frameworks for the Pipe-and-filter and C2 architectural Style.

Deployment and Mobility:  Challenges, Software Architecture and Deployment: Concepts, Activities and Tool Support, Software Architecture and Mobility: Concepts, Paradigms and Challenges in migrating code
BOOKS RECOMMENDED

ESSENTIAL READINGS:
1. Richard N. Taylor, N. Medvidovic & E.M. Dashofy, “Software Architecture: Foundations, Theory, and Practice”, Wiley-India, 2011

REFERENCES:

1.       Ian Gorton, “Essential Software Architecture”, Springer, 1st edition, Nov. 2010. 

2. Erich Gamma, Richard Helm, Ralph Johnson, John Vlissides, “Design Patterns: Elements of Reusable Object-Oriented Software”, Addison-Wesley Professional, 1st edition, January 1995.
3. Christine Hofmeister, Robert Nord, Deli Soni, “Applied Software Architecture”,
Addison-Wesley Professional, 1st edition, November 1999.
4. Frank Buschmann, Hans Rohnert, Kevin Henney, Douglas C. Schmidt, “Pattern-Oriented Software Architecture”, Volume 1, Wiley, 1st edition, August 1996
5.   Mary Shaw, David Garlan, , “Software Architecture: Perspectives on an Emerging Discipline”, PHI Pvt. Ltd., New Delhi, 2010.
OBJECT ORIENTED SOFTWARE ENGINEERING

Paper Code: MCS 328A
Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This course will help the student in learning various factors and metrics involved in software development process in object oriented paradigms.

Unit I






                                                    [No. of Hrs. 12]

Introduction to UML: Unified Modeling Language, Basic structures and modeling classes, common modeling techniques, relationships, common mechanism, class diagrams

Unit II






                                                    [No. Of Hrs. 12]

Different Modeling Techniques: Advanced structured modeling, advanced classes and relationships, interfaces, types and roles, instances and object diagram, Basic idea of behavioral modeling.

Unit III





                                                    [No. of Hrs. 12]

Design and Estimation of Object-Oriented Systems: Object- oriented concepts and principles, identifying the elements of an object model. Object oriented projects metrics and estimation. Design for object – oriented systems, the system design process.

Unit IV






                                        [No. of Hrs. 12]

Object –Oriented Testing: Object – oriented testing – testing OOA and OOD models, The object – oriented testing strategies, Inter class testing, Technical metrics for O-O systems, Class oriented metrics and metrics for O-O projects.

Unit V






                                                    [No. of Hrs. 12]

Component based software engineering: CBSE and development. Classifying and retrieving components.

BOOKS RECOMMENDED:

 

ESSENTIAL READING:
1. James Rumbaugh, Michael Blaha, “Object-Oriented Modeling and Design with UML”, Prentice-Hall of India, 2nd Edition, December 2004.

2. R.S. Pressman, “Software Engineering: A Practitioner’s Approach”, McGraw-Hill, 7th International Edition, April 2009.

REFERENCES:

1. P. Jalote, “An Integrated Approach to Software Engineering”, Springer,3rd Edition,Dec.2010

2. Ian Sommerville, “Software Engineering”, Addison-Wesley, 9th Edition, March 2010.

3. Douglas Bell, “Software Engineering for Students”, Addison-Wesley,4th Edition, 

Nov.2005


SOFTWARE QUALITY ASSURANCE AND TESTING

Paper Code: MCS 329A
Credits: 04

Periods/week: 04

Max. Marks: 100

UNIT I








       
      [No. of Hrs: 12]

Software Quality Assurance Framework and Standards: SQA Framework, What is Quality? Software Quality Assurance, Need for Quality Assurance, Components of Software Quality Assurance, Techniques of Quality Assurance, Software Quality Assurance Plan: Steps to develop and implement a Software Quality Assurance Plan, Quality Standards, CMM (Levels 1-5), CMMI.

UNIT II







       

      [No. of Hrs: 12]

Software Quality Assurance Metrics and Measurement Software Quality Metrics: Product Quality metrics, In Process Quality Metrics, Software Maintenance, Metrics for Software Maintenance, Software Quality metrics methodology: Establish quality requirements, Identify Software quality metrics, Implement the software quality metrics, analyze software metrics results, validate the software quality metrics.

UNIT III









      [No. of Hrs: 12]

Software Reliability: Reliability Measures, Reliability models (prediction and estimation), verification and validation: planning, walk through, formal inspections, Automated static analysis.

UNIT IV








       
      [No. of Hrs: 12]

Software testing fundamentals: objectives, how to test information flow, testing life cycle, Test cases (definition and design). Software testing techniques: Module testing, Integration testing, system testing, Top-down testing, Bottom-up testing, Mixed testing, White-box testing (Control structure, Loop and Data flow), Black-box testing (Graph based, Equivalence Partition, Boundary Value Analysis), Exhaustive testing, Regression testing. Thread testing, Acceptance testing.

UNIT V









      [No. of Hrs: 12]

Testing Process: Eleven Step Testing Process: Develop Test Plan, Requirements Phase Testing, Design Phase Testing, Program Phase Testing, Execute Test and Record Results, Acceptance Test, Report test results, testing software installation, Test software changes, Evaluate Test Effectiveness.

BOOKS RECOMMENDED

ESSENTIAL READINGS: 
1. Sagar Naik, Piyu Tripathy, “Software Testing and Quality Assurance: Theory and Practice”, Wiley, 2008 
REFERENCES: 
1. William Perry, “Effective methods for Software Testing”, Wiley. 
2. Paul C. Jorgensen, “Software Testing - A Craftsman’s Approach”, CRC Press, 1995. 
3. Srinivasan Desikan and Gopalaswamy Ramesh, “Software Testing”, Pearson Education 2006. 
4. Addison Wesley Publications, “Introducing to Software Testing”, Louis Tamres, First Edition. 
5. Ron Patton, “Software Testing”, SAMS Techmedia Indian Edition, Pearson Education 2001. 
6. Glenford J. Myers, John Wiley & Sons, “The Art of Software Testing”, 1979. 
7. Van Nostrand Reinhold, “Software Testing Techniques”, Boris Beizer, 2nd Edition, 1990. 

8. Daniel Galin, “Software Quality Assurance”, Pearson Education.
ENTERPRISE RESOURCE AND PLANNING

Paper Code: MCS 330A

Credits: 04

Periods / week: 04

Max. Marks: 100

Objective: 
This course examines the evolution of enterprise systems - from internally focused client/server systems to externally focused e-business. The students will examine the general nature of enterprise computing, re-engineering principles and technical foundations of enterprise information architectures. The course enables students to understand the challenges associated with the successful implementation of global Supply Chain ERP software with an emphasis on leadership and managerial implications/actions. 

Unit I










     [No. of Hrs: 12]

Enterprise wide Information System, Applications and Risk in Enterprise wide Information System, Custom built and packaged approaches, Introduction to ERP, Needs and Evolution of ERP Systems, Common myths and evolving realities, Benefits of ERP, Features of ERP, Scope of ERP, Structure of ERP system, ERP-A Manufacturing Perspective

Unit II 









    [No. of Hrs: 12]

ERP and Related Technologies: Business Process Reengineering and Information Technology, Characteristics and Objectives of BPR, Role of IT in BPR, Integrating Supply Chain Management in ERP, Relevance to Data Warehousing, Data Mining and OLAP, Characteristics, advantages and components of Decision Support System, ERP Drivers, ERP Modules: Financial Module, HRM Module, Purchase Module, Sales and Distribution Module, Sales and Marketing Module, Inventory Module, Production and Planning Module, Quality Management Module.

Unit III









     [No. of Hrs: 12]

ERP Domain, ERP Benefits classification, Present global and Indian market scenario, milestones and pitfalls, Forecast, Market players and profiles, Evaluation criterion for ERP product, ERP Life Cycle: Adoption decision, Acquisition, Implementation, Use & Maintenance, Evolution and Retirement phases, Critical success and failure factors for ERP implementation, Model for improving ERP effectiveness. ERP Implementation approaches and methodology, ERP implementation strategies, ERP Customization- Merits and Demerits,

Unit IV









      [No. of Hrs: 12]

ROI of ERP implementation, Hidden costs, ERP success inhibitors and accelerators, Management concern for ERP success, Strategic Grid: Useful guidelines for ERP Implementations, Role of consultants, vendors and users in ERP implementation, Vendors evaluation criterion, Framework for evaluating ERP acquisition, Analytical Hierarchy Processes (AHP), Applications of AHP in evaluating ERP, Selection of Weights

Unit V










     [No. of Hrs: 12]

Technologies in ERP Systems and Extended ERP, Case Studies Development and Analysis of ERP Implementations in focusing the various issues discussed in above units through Soft System approaches or qualitative Analysis tools, Learning and Emerging Issues, ERP and Ecommerce.

Concept of E-Governance: Concept, E-Governance frame work, area of application like public sector, service industry.

BOOKS RECOMMENDED (MCS 330A):

ESSENTIAL READINGS:
1. S. Sadagopan, “ERP (A Managerial Perspective)”, Tata Mc Graw Hill Publishing Co.

2. V K Garg, “Enterprise Resource and Planning”, PHI Publications.

3. S Parthsarthy, “Enterprise Resource and Planning- A Managerial and Technical Perspective”, Edition I, New Age International Pvt. Ltd, 2007.

REFERENCES:

    1. Thomas F. Wallace, Michael H. Kremzar, “ERP: Making It Happen”, Wiley Publications, 2001.

       2. Daniel E. O'Leary, “ERP Systems: Systems, Life Cycle, E-commerce, and Risk”, Cambridge University  Press Publications, 2000.

MACHINE LEARNING

Paper Code: MCS 327B
Credits: 04

Periods/week: 04

Max.marks:100

Objective: - This course focuses on the study of basic concepts of machine learning by using algorithms and various theories.

Unit 1
    








[No. of Hrs.12]
Overview and Introduction to Bayes Decision Theory: Machine intelligence and  applications, pattern recognition concepts classification, regression, feature selection, supervised learning, class conditional probability distributions, Examples of classifiers bayes optimal classifier and error, learning classification approaches.

Unit 2       








[No. of Hrs.12]
Linear machines: General and linear discriminants, decision regions, single layer neural network, linear separability, general gradient descent, perceptron learning algorithm, mean square criterion and widrow-Hoff learning algorithm; multi-Layer perceptions: two-layers universal approximators, backpropagation learning, on-line, off-line error surface, important parameters.

Unit 3      








 [No. of Hrs.12]
Learning decision trees: Inference model, general domains, symbolic decision trees, consistency, learning trees from training examples entropy, mutual information, ID3 algorithm criterion, C4.5 algorithm continuous test nodes, confidence, pruning, learning with incomplete data. Instance-based Learning: Nearest neighbor classification, k-nearest neighbor, nearest neighbor error probability.

Unit 4      








 [No. of Hrs.12]
Machine learning concepts and limitations: Learning theory, formal model of the learnable, sample complexity, learning in zero-bayes and realizable case, VC-dimension, fundamental algorithm independent concepts, hypothesis class, target class, inductive bias, occam's razor, empirical risk, limitations of inference machines, approximation and estimation errors, Tradeoff.


Unit 5       







 
[No. of Hrs.12]
Machine learning assessment and Improvement: Statistical model selection, structural risk minimization, bootstrapping, bagging, boosting. Support Vector Machines: Margin of a classifier, dual perceptron algorithm, learning non-linear hypotheses with perceptron kernel functions, implicit non-linear feature space, theory, zero-Bayes, realizable infinite hypothesis class, finite covering, margin-based bounds on risk, maximal margin classifier.

BOOKS RECOMMENDED

ESSENTIAL READINGS:
1. E. Alpaydin, “Introduction to Machine Learning” , Prentice Hall of India, 2006.

2.  R. O. Duda, P. E. Hart, and D.G. Stork, “Pattern Classification”, John Wiley and  Sons, 2001.

3. Vladimir N. Vapnik, “tatistical Learning Theory” John Wiley and Sons, 1998.

4.  Shawe-Taylor J. and Cristianini N., Cambridge, “ntroduction to Support Vector Machines”, University Press, 2000.

REFERENCES:

1. T. M. Mitchell, “Machine Learning”, McGraw-Hill, 1997.

2. C. M. Bishop, “Pattern Recognition and Machine Learning” , Springer, 2006.
MODELLING AND SIMULATION 
Paper Code: MCS 328B 

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: To introduce the basics of simulation of different types of systems using different types of models.

UNIT-I



[No. of Hrs:12 ]

Concept of a System, System environment , Stochastic activities, continuous and discrete systems, System modeling, types of models, static and dynamic physical models, static and dynamic mathematical models, full corporate model, types of system study.

UNIT-II



[No. of Hrs: 12]

System simulation, why to simulate and when to simulate, basic nature of simulation, technique of simulation, comparison of simulation and analytical methods, types of system simulation, real time simulation, hybrid simulation,  Monte- Carlo simulation, Distributed Lag models, Cobweb model.

UNIT-III



[No. of Hrs: 12]

Simulation of continuous systems, analog vs. digital simulation, simulation of water reservoir system, simulation of servo system, simulation of an autopilot. Discrete system simulation, representation of time, generation of arrival patterns ,generation of random numbers, generalization of non-uniformly distributed random numbers.
UNIT-IV



[No. of Hrs: 12]

System Dynamics, exponential growth models, exponential decay models, modified exponential growth models, logistic curves, generalization of growth models, system dynamics diagrams, feedback in socio-economic systems and world models.

UNIT-V



[No. of Hrs: 12]

Introduction to GPSS, GPSS programs , general description, action times, succession of events, choice of paths ,Simulation of a manufacturing shop , facilities and storage ,gathering statistics ,conditional transfers, program control statements, continuous and discrete simulation languages,  CSMP-III .

BOOKS RECOMMENDED

REFERENCES:

1. Pooch Udo w., James A, Wall: Discrete Event Simulation (A Practical Approach), CRC Press" 1993. 

2. Mohapatra P.K.J., MandaI P., Bora M.C.: Introduction to System Dynamics Modelling, Universities Press (India) Ltd, 1994. 

3. Rubinstein RY : Simulation and the Monte Carlo Method, John wiley , & Sons 1981. 

4. Law A.M., Kelton W.D.: Simulation Modeling and Analysis. McGraw Hill IntI. Ed. (Second Edition) 1991.

SOFT COMPUTING

Paper Code: MCS 329B

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: To introduce the techniques of soft computing which differ from conventional AI and computing in terms of its tolerance to imprecision and uncertainty.
Unit I 






                  
   
                  [No. of Hrs. 12]

Overview: Introduction to Soft Computing and Intelligent Systems, Difference between soft computing and conventional (hard) computing, Introduction to fuzzy logic, neural networks, genetic algorithms, probabilistic reasoning, approximation and intelligence.


Unit II







        
  
                 [No. of Hrs. 12]
Fundamentals of Fuzzy Logic Systems: Fuzzy sets & crisp sets, fuzzy logic operations, fuzzy resolution, fuzziness, degree of fuzziness, measure of fuzziness, height of a fuzzy set, support set, Classical relations and Fuzzy relations, analytical representation of a fuzzy relation, fuzzy binary relations, Equivalence, Compatibility & Ordering Relations, Morphisms, Fuzzy Relation Equations.


Unit III
[No. of Hrs. 12]                
Artificial Neural Networks: Learning and acquisition of knowledge, symbolic learning, numerical learning, Features of Artificial Neural Networks (ANN), ANN topologies, free forward topology, recurrent topology, ANN learning algorithms, Supervised learning, unsupervised learning, Reinforcement learning.


Unit IV
[No. of Hrs. 12]

Fuzzy systems and neuro fuzzy systems: Relevance of integration between fuzzy sets and neural networks – pros and cons, Fuzzy neurons, Fuzzy neural networks, Neuro fuzzy systems, Fuzzy associative memories.

Unit V   
[No. of Hrs. 12]

Genetic Algorithms: Basic concepts, biological background, Simple Genetic Algorithm and its major operators, Reproduction, Crossover, Mutation, Selection, Fitness function, Codings, types of crossover, mutation, selection, types of genetic algorithms, Some applications of genetic algorithms.

BOOKS RECOMMENDED:

 ESSENTIAL READING:
1. Fakhreddine O. Karray, Clarence W De Silva, Soft Computing and Intelligent Systems Design: Theory, Tools and Applications, Pearson, 2009.

2. S. Rajasekaran, G. A. Vijayalakshmi Pai “Neural Networks, Fuzzy Logic and Genetic Algorithms: Synthesis and Applications”, PHI, 2004.

3. S. N. Sivanandam, S. N. Deepa, “Principles of Soft Computing”, Wiley-India, 2007.

REFERENCES: 
1. David E. Goldberg, Genetic Algorithms in Search, Optimization, and Machine Learning, Addison-Wesley Publishing Company, 1989.

2. Earl Cox, The Fuzzy Systems Handbook, Second Edition: A Practitioner's Guide to Building, Using, and Maintaining Fuzzy Systems, AP Professional, 1999.

3. Martin Anthony and Peter L. Bartlett, Neural Network Learning: Theoretical Foundations, Cambridge University Press, 2009.

NEURAL NETWORKS
Paper Code: MCS 330B
Credits: 04

Periods/week: 04


Max. Marks: 100

Objective: Th
e aim of this paper is to give conceptual knowledge of neural networks.
UNIT I 









            [No. of Hrs. 12] INTRODUCTION TO ARTIFICIAL NEURAL NETWORKS : Introduction, Artificial Neural Networks, Historical Development of Neural Networks, Biological Neural Networks, Comparison Between Brain and the Computer, Comparison Between Artificial and Biological Neural Networks, Network Architecture, Setting the Weights, Activation Functions, Learning Methods.
UNIT II










[No. of Hrs. 12] Artificial Neuron Model, Operations of Artificial Neuron, Types of Neuron Activation Function, ANN Architectures, Classification Taxonomy of ANN – Connectivity, Learning Strategy (Supervised, Unsupervised, Reinforcement), Learning Rules.

UNIT III










[No. of Hrs. 12] FEED FORWARD NETWORKS : Introduction, Single Layer Perceptron Architecture, Algorithm, Application Procedure, Perception Algorithm for Several Output Classes, Perceptron Convergence Theorem, Brief Introduction to Multilayer Perceptron networks, Back Propagation Network (BPN), Generalized Delta Learning Rule, Back Propagation rule, Architecture, Training Algorithm, Selection of Parameters, Learning in Back Propagation, Application Algorithm, Local Minima and Global Minima, Merits and Demerits of Back Propagation Network.
UNIT IV










[No. of Hrs. 12] Single Layer Feed Forward Neural Networks. Introduction, Perceptron Models: Discrete, Continuous and Multi-Category, Training Algorithms: Discrete and Continuous Perceptron Networks, Limitations of the Perceptron Model.

UNIT V 










[No. of Hrs. 12] APPLICATIONS OF NEURAL NETWORKS : Implementation of A/D Converter using Hopfield Network, Solving Optimization Problems, Solving Simultaneous Linear Equation, Solving Traveling Salesman Problems using Hopfield Networks, Application in Pattern Recognition, Image Processing.

BOOKS RECOMMENDED

ESSENTIAL READINGS:

1. J.M.Zurada, “Introduction to Artificial Neural Systems”, Jaico Publishers, 3rd Edition.

2. S. Rajasekharan and G. A. Vijayalakshmi pai, “Neural Networks, Fuzzy logic, Genetic algorithms: synthesis and applications”, PHI Publication, 2004.


OBJECT ORIENTED ANALYSIS AND DESIGN
Paper Code: MCS 327C
Credits: 04

Periods/week: 04


Max. Marks: 100

Objective: This aim of this paper is to give conceptual knowledge of Object Oriented Analysis and Design.

UNIT I









            [No. of Hrs. 12] Introduction to Object Oriented Modelling:-Object Oriented Modeling Characteristics Object Oriented Modeling, Class and Objects Links and Association, Generalization and Inheritance, an object model, Benefits of OO Modeling. 
UNIT II:









            [No. of Hrs. 12] Object Oriented Analysis:- Object Oriented Analysis, Problem Statement: an Example, Differences between Structured Analysis and Object Oriented Analysis, Analysis Techniques, Object Modeling, Dynamic Modeling, Functional Modeling, Adding Operations, Analysis Iteration.

UNIT III:








      

[No. of Hrs. 12] UML: Introduction, Object Model Notations: Basic Concepts, Structural Diagrams (Class, object Composite, Package, Component, Deployment), Behavioral Diagrams (Use Case, Communication, Sequence, Interaction Overview, Activity, State), Modeling with Objects.
UNIT IV:










[No. of Hrs. 12] Object Oriented Design:- System Design: An Object Oriented Approach, Breaking into Subsystems, Concurrency Identification, Management of data store, Controlling events between Objects, Handling Boundary Conditions. 

Object Design: Object Design for Processing, Object Design Steps, Designing a Solution, Choosing Algorithms, Choosing Data Structures, Defining Classes and delegation of Responsibilities to Methods.

UNIT V








          
            [No. of Hrs. 12] Modelling :-Object Modelling: Advance Modeling Concepts(Aggregation, Abstract Class), Multiple Inheritance, Generalization as an Extension, Generalization as a Restriction, Metadata,Constraints, An Object Model.Dynamic Modelling: Events, State and State Diagram,Elements of State Digram, Examples of State Diagrams, Advance Concept in Dynamic Modelling, Concurrency, A Dynamic Model.

BOOKS RECOMMENDED

ESSENTIAL READINGS:
Grady Booch “Object- Oriented analysis and Design with Application”, Addison-Wesley Professional, 3rd Edition.

Stephen R. Schach, “Introduction to Object-Oriented Analysis and Design:With UML and the Unified Process”, McGraw-Hill, Companies.

James Rumbaugh ,”Object Oriented Technology”.

REFERENCES:
1. David A. Taylor,” Object Technology: A Manager's Guide 

2. Grady Booch, James Rumbaugh, Ivar Jacobson ,”The Unified Modeling Language
User Guide”, Addison Wesley Longman, Inc. 1999

WINDOWS PROGRAMMING

Paper Code: MCS 328C
Credits: 04
Periods/week: 04

Max. Marks: 100

Objective: The aim of this paper is to give conceptual knowledge of Windows programming
Unit I





                                 


       [No. of Hrs. 12]

Introduction To Windows Programming:  GUI Concepts, Overview of Windows programming, creating the window - Displaying the window - message Loop, windows procedure-WM_PAINT message - WM_DESTROY message, An Introduction to GDI, Scroll Bars, Keyboard, Mouse, Menus.


Unit II





                                 


       [No. of Hrs. 12]

Visual Basic Programming: IDE, First Visual Basic Program - Introduction to Forms, Intrinsic Controls, working with Files - Accessing databases with data control - Classes and Objects, ADO Object Model.


Unit III




                                


       [No. of Hrs. 12]

Visual C++ Programming: Windows Programming Model - Visual C++ components, Microsoft foundation classes Library Application Framework, Getting Started with AppWizard, Basic Event handling, Mapping modes, and a Scrolling View - Graphics Device Interface, Colors and fonts, Modal Dialog and Windows Common Dialogs, Modeless Dialog and windows Common dialogs, Using ActiveX controls, Windows Message Processing and Multithreading.


Unit IV




                                


       [No. of Hrs. 12]

Advanced Concepts: Menus, Keyboard Accelerators, Rich Edit Control, Tool bars, Status bars, a reusable Frame Window Base Class - Reading and writing documents - SDI and MDI environments, splitter windows and multiple views.


Unit V





                                 


       [No. of Hrs. 12]

Applications Of Windows Programming: Dynamic link library, Component Object Model - Object linking and embedding, Data Base Management with Microsoft ODBC.

BOOKS RECOMMENDED

ESSENTIAL READINGS:

1. 
Charles Petzold, “Windows Programming”, Microsoft press, 1996. 

2. 
Francesco Balena, “Programming Microsoft Visual Basic6.0”, Microsoft press, Indian Reprint,     .        2001
   3. 
David Kruglirski.J, “Programming Microsoft Visual C++”, Fifth Edition, Microsoft  Press, 

1998.
REFERENCES:

1. G.Cornell, “Visual Basic 6”, Tata McGraw-Hill, 1998.

2. Deitel & Deitel, T.R.Nieto, “Visual Basic 6, How to program”, Prentice Hall of India, 1999.


SOFTWARE ARCHITECTURE

Paper Code: MCS 329C
Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: The primary objectives of this course are to understand the role of a software architecture in the development of application systems, to understand the role of a software architect, examine and compare various architecture view types and styles, develop the ability to read and understand the models that are used to document a software architecture, and to understand the nature of and the advantages and disadvantages for various architectural choices.

Unit I






                            

[No. of Hrs. 12]

Introduction to Software Architecture:  Fundamentals, Requirements, Design, Implementation, Analysis and Testing, Evolution and Maintenance, Processes.

Basic Concepts: Terminology, Models, Processes, Stakeholders.
Unit II






                            

[No. of Hrs. 12]

Software Architecture Design:  Design Process, Architectural Conception, Styles and Architectures Patterns, Architectural Conception in unprecedented design, Design Processes.

Connectors:  Connectors Foundations, Roles, Types and their Variation Dimensions, Examples (Event-Based, Grid-Based, Client-Server-based, P2P-based Data Distribution Connectors), Connector Framework.

Unit III





                            

[No. of Hrs. 12]

Modeling:  Modeling Concepts, Ambiguity, Accuracy and precision, Complex Modeling, Evaluating Modeling Techniques, Specific Modeling Techniques.

Visualization:  Visualization Concepts, Evaluating Visualizations, Common issues in Visualization, Visualization Techniques and its Evaluation.

Unit IV






                            
[No. of Hrs. 12]

Analysis:  Analysis Goals, Scope of Analysis, Architectural Concern being Analyzed, Level of Formality of Architectural Models, Type of Analysis, Level of Automation, System Stakeholders, Analysis Techniques.

Unit V






                            

[No. of Hrs. 12]

Implementation:  Mapping Problem, Frameworks and its evaluation, Middleware, Component models and Application frameworks, Concurrency, Architecture-to-Implementation Consistency. Frameworks for the Pipe-and-filter and C2 architectural Style.

Deployment and Mobility:  Challenges, Software Architecture and Deployment: Concepts, Activities and Tool Support, Software Architecture and Mobility: Concepts, Paradigms and Challenges in migrating code

BOOKS RECOMMENDED

ESSENTIAL READINGS:
1. Richard N. Taylor, N. Medvidovic & E.M. Dashofy, “Software Architecture: Foundations, Theory, and Practice”, Wiley-India, 2011

REFERENCES:

1. Ian Gorton, “Essential Software Architecture”, Springer, 1st edition, Nov. 2010. 

2. Erich Gamma, Richard Helm, Ralph Johnson, John Vlissides, “Design Patterns: Elements of Reusable Object-Oriented Software”, Addison-Wesley Professional, 1st edition, January 1995.
3. Christine Hofmeister, Robert Nord, Deli Soni, “Applied Software Architecture”,
Addison-Wesley Professional, 1st edition, November 1999.
4. Frank Buschmann, Hans Rohnert, Kevin Henney, Douglas C. Schmidt, “Pattern-Oriented Software Architecture”, Volume 1, Wiley, 1st edition, August 1996
5.   Mary Shaw, David Garlan, , “Software Architecture: Perspectives on an Emerging Discipline”, PHI Pvt. Ltd., New Delhi, 2010.
INTERNETWORKING TECHNOLOGIES

Paper Code: MCS 330C
Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: The course aims at providing a sound conceptual foundation in the area of Internetworking Technologies with emphasis on the design aspects. At the end of this course, students should be able to analyze, design, troubleshoot, Configure, mange and maintain commonly used internetwork types.

Unit I 






                  
 
          
           [No. of Hrs. 12] 

Introduction to networks-Network topology-Types of networks-Network architecture, Layering, Design issues, Client/Server model, OSI Reference Model, TCP/IP Model, Protocols, Introduction to internetworking, Internetworking concepts and Architectural model.

Unit II







        
  


[No. of Hrs. 12]
Connection Oriented and Connectionless Network Services, Internetwork Addressing- DLL Addresses, MAC Addresses, Network Layer Addresses, Flow Control Basics, Error-  Checking Basics, Multiplexing Basics, Introduction to LAN Protocols,  Introduction to WAN Technologies- WAN, Point-To-Point Links, Circuit Switching, Packet Switching, WAN Devices, Bridging and Switching Basics.


Unit III






        
 


[No. of Hrs. 12]

Routing Basics, Routing Components, Routing Algorithms, Routing Protocols- RIP, IGRP, EIGRP, OSPF, Network Protocols, Network Management Architecture, Ethernet Technologies, IEEE 802.3, FDDI- Specifications, Fault Tolerance, Frame Format, Token Ring/IEEE 802.5, Frame Relay, ISDN.


Unit IV







   
           
           [No. of Hrs. 12]

Introduction to TCP, Properties of reliable Delivery Service, TCP protocol, TCP segment format , TCP connection, TCP state machine, Dialup Technology, X.25, Virtual Private Networks, Voice/Data Integration Technologies- Voice over ATM, Voice over  IP,  Introduction to Wireless Technologies, DSL.

Unit V 







 

           [No. of Hrs. 12]

Point- to- Point Protocol, Simple Mail Transfer Protocol (SMTP), Post office protocol (POP), File transfer Protocol (FTP), TELNET, Simple Network Management Protocol (SNMP) , Remote Monitoring, Internet Security & Firewall Design, Security Technologies- Security Issues, Trusted, Untrusted, and Unknown Networks.

BOOKS RECOMMENDED:

 ESSENTIAL READING:
1) Internetworking Technologies Handbook, 4th Edition, Cisco Systems Inc., 2003.

2) Douglas E. Comer, ’Internetworking with TCP/IP Volume 1’, Third edition, Prentice Hall, 2001.

3) Andrew S. Tanenbaum, ‘Computer Networks’, Fourth edition, Prentice hall of India, Pearson education,2003

4) Behrouz A.Forouzan, ‘TCP/IP Protocol suite’, Second edition, Tata McGraw Hill, 2000.

5) Behrouz A.Forouzan, ‘Data Communications & Networking’, Fourth edition, Tata McGraw Hill, 2006.

6) William Stallings, ‘Data and Computer Communications’, Seventh edition, Prentice Hall of India, Pearson Education, 2003.

REFERENCES: 
1. Nalin K. Sharada: Multimedia Information Networking, Prentice-Hall of India, New Delhi, 2002. 

2. D.  E. Comer: Internetworking with TCP/IP, Volume 1, Fourth Edition, Pearson Education, 2001. 

3. Thomas G. Robertazzi: Computer Networks and Systems: Queuing Theory and Performance Evaluation, Third Edition, Springer-Verlag New York, 2000. 

4. S. Keshav: Computer Networking: An Engineering Approach, Pearson Education, 1997. 

5. Anthony Chiarella , Internetworking with Cisco and Microsoft Technologies, Cengage Delmar Learning, 2003. 

SYSTEM SOFTWARE AND COMPILER DESIGN

Paper Code: MCS 331C
Credits: 04


Periods/week:
 04 

Max. Marks: 100

Objective: This module is designed to introduce the fundamental models of the processing of a High Level Language program for execution on a computer system.

UNIT -I








         

[No. of Hrs: 12]

Language Processors: Introduction, Interpreters, Program Generation, Program Execution, Fundamentals of language processing, Phases and passes of a language processor, Intermediate representation of programs.

UNIT - II








       

[No. of Hrs: 12]

Assemblers: Elements of assembly language programming. Macro: Macro Definition and Call, Macro Expansion. Compilation: Aspects of Compilation. Interpreters: Overview of Interpretation, Pure and Impure Interpreters.

UNIT - III








        

[No. of Hrs: 12]
Linkers: Introduction, Relocation and Linking Concepts, Program Relocation, Linking, Object Module.

Loaders: Loader Schemes, Compile and Go Loaders, General Loader Scheme, Absolute Loaders.

Software Tools: Software tools for Program Development, Editors.

 

UNIT-IV








        

[No. of Hrs: 12]

Analysis of source programme, Different phases of compiler, Symbol Table.

Lexical Analysis: Different approaches to design a lexical analyzer, Introduction to implementation of lexical analyzer. Syntax Analysis: Parsing Techniques (Top down, Bottom up).

UNIT - V








            
[No. of Hrs: 12]

Intermediate Code Generation: Intermediate language, Syntax Directed Translation. Code Optimization: Principle Sources of Optimizations, Local & Loop Optimizations. Code Generation: Design, Machine Model, Simple Code Generator.

BOOKS RECOMMENDED
ESSENTIAL READINGS:

1. D.M.Dhamdhere “Systems Programming and Operating Systems”, Tata McGraw-Hill Publising Company limited.2nd Edition.

2. John J. Donovan, “System Programming”, Tata Mc Graw Hill Publising Company limited.

3. Aho, Ulman,“Principles of Compiler Design”, Narosa Publishing House.

4. Trembly, Sorenson, “Compiler Writing”, Tata Mc-Graw Hill.

REFERENCES:


1. D.M.Dhamdhere,“Introduction to system software”,Tata McGraw-Hill Publising Company limited,1986

2. Ted J BiggerStaf, "System Software Tools", Prentice Hall.

3. Peter D.L, “An Introduction Real Time Microcomputer System Design”,Mc-Graw Hill International Co.

4. Sanjay K. Bose, “Hardware and Software of Personal Computers”, Wiley Eastern Publications.

5. Aho, Sethi, Ulman, “Compilers: Principles, Techniques and Tools”, Wesley.

6. Barrat, Eates, Cought, “Compiler Constructions: Theory and Practice”, Galgotia Publications.

7. Gries, “Compiler Construction for Digital Computer”, John Willey & Sons, New York.

Semester IV
MAJOR PROJECT

Paper Code: MCS 421
Credits: 16


Periods/week:
 04 

Max. Marks: 100

Objective: The student will be making a live project during fourth semester on any of the technologies.

Evaluation shall be based on report, viva and a demonstration or presentation held after fourth semester and will be conducted by the college committee. It must be  a software development project, incorporating

all steps of SDLC.

SOFTWARE PROJECT MANAGEMENT

Paper Code: MCS 422A
Credits: 04

Periods/week: 04


Max. Marks: 100

Objective: The aim of this paper is to acquaint the students with the concepts of software project management, its tool and techniques, its maintenance and software quality and risk management concepts. 

Unit I: Introduction to Software Project & its Management 



[No. of Hrs. 12]
Software project: Overview, concept, types, project organization, umbrella activities under software project management, project management life cycle, benefits of project management, Evaluation

Unit II: Software Project Planning Tools & Techniques 



[No. of Hrs. 12]
Stepwise Project planning, work breakdown structure, milestone, software sizing, rayleigh curve, software project estimation: concept, different methods of estimation (COCOMO, Function-Point Analysis, Delphi), Time Estimation Tools (CPM/PERT, Gantt Charts), Introduction to Microsoft Project

Unit III: Software Project Maintenance 





[No. of Hrs. 12]
Types, Steps, resource planning & estimation (nature & identification of resources, scheduling & allocation of resources, costing of resources), reengineering the software products, documentation standards, version control & software configuration management

Unit IV: Software Quality & Risk Management 




[No. of Hrs. 12]
Defining software quality, quality assurance & standards (ISO & CMM), quality planning, quality control, software quality parameters, V&V planning, tools & techniques (reviews, inspections & walkthroughs), Risk Management: Concept, categories of risk, risk identification, risk analysis, planning & monitoring

Unit V: Software Team Management 





[No. of Hrs. 12]
Characteristics of performance management, high performance styles (Directive & Collaborative), Team structure, team communication, managing customer expectations, group behaviour, role of user in project management, user role in various stages of software development, user role in system implementation

BOOKS RECOMMENDED:

 

ESSENTIAL READING:

1. Pankaj Jalote., “Software Project Management”, Pearson Education

 

REFERENCES:

1. S A Kelkar, “Software Project Management A concise study”, Prentice-Hall of India Pvt.Ltd, 2009

2. Edwin Bennatan, “Software Project Management”.
3. Roger S Pressman., “Software Engineering”, Tata Mc  Graw Hill Edition, 2006
4. NIIT, “Basics of Software Project Management”, Prentice-Hall India.
HUMAN COMPUTER INTERACTION
Paper Code: MCS 423A
Credits: 04 
Periods/week: 04

Max. Marks: 100

Objective: This course aims to enable students to Design, implement and evaluate effective and usable graphical computer interfaces. Describe and apply core theories, models and methodologies from the field of HCI. Describe and discuss current research in the field of HCI.

Unit I 



                  
   



[No. of Hrs. 12]

Introduction: Importance of user Interface – definition, importance of good design. Benefits of good design, The graphical user interface, the concept of direct manipulation, Characteristics, Web user – Interface, characteristics, Principles of user interface.


Unit II




        
 


 
[No. of Hrs. 12]
Design process – Human interaction with computers, importance of human
characteristics, human consideration, Human interaction speeds, understanding business junctions, cognition and psychological aspects.


Unit III



        



 
[No. of Hrs. 12]

Screen Designing, Design goals, Screen planning and purpose, organizing screen
elements, ordering of screen data and content, screen navigation and flow, Visually
pleasing composition, amount of information, focus and emphasis, presenting
information simply and meaningfully, information retrieval on web, statistical graphics, Technological consideration in interface design, non-visual interaction, interaction for user with special needs.


Unit IV




        
 


[No. of Hrs. 12]

Windows – New and Navigation schemes selection of window, selection of devices
based and screen based controls. Components – text and messages, Icons, Multimedia, colors, uses problems, choosing colors.

Unit V 





  


[No. of Hrs. 12]

Software tools, Specification methods, interface, Building Tools, Interaction Devices, Keyboard and function keys, pointing devices, speech recognition digitization and generation, image and video displays, drivers.

BOOKS RECOMMENDED

ESSENTIAL READINGS:

1. Wilbert O Galitz, “The Essential Guide To User Interface Design”, 2nd Edition John Wiley & Sons Inc., 2002.

2. Ben Shneidermann, “Designing the User Interface”, 3rd Edition, Pearson Education, 2004.

REFERENCES:
1. Alan Dix, Janet E. Finlay, Gregory D. Abowd, and Russell Beale, “Human-Computer Interaction”, 3rd Edition , Pearson Education Limited,  2003.

2. J. Preece, Y. Rogers, H. Sharp, and D. Benyon, “Human-Computer Interaction: Concepts and Design (ICS)”, Wiley DreamTech, 1994.

3. Andrew Sears and Julie A. Jacko, “The Human-Computer Interaction Handbook: Fundamentals, Evolving Technologies and Emerging Applications”, 2nd Edition, Lawrence Erlbaum Associates, 2007. 

4. Soren Lauesen, “User Interface Design: A Software Engineering Perspective”, Pearson Education, 2004.

AGENT BASED SYSTEM

Paper Code: MCS 424A
Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: At the end of the course, students will acquire the ability to design and systems based on the agent paradigm.
Unit I






                                  [No. of Hrs. 12]

Fundamentals: Definitions, Foundations, History, Intelligent Agents, Problem Solving, Searching, Heuristics, Constraint Satisfaction Problems, Game playing.

Unit II
                                                                                                          [No. of Hrs. 12]

Knowledge Representation and Reasoning: Logical Agents, First Order Logic, First Order Inference, Unification, Chaining, Resolution Strategies, Knowledge Representation, Objects, Actions and Events.


Unit III





                                  [No. of Hrs. 12]

Planning Agents: Planning Problem, State Space Search, Partial Order Planning, Graphs, Non deterministic Domains, Conditional Planning, Continuous Planning, MultiAgent Planning.

Unit IV






                       [No. of Hrs. 12]

Agents and Uncertainty: Acting under uncertainty, Probability Notation, Bayes Rule and Use, Bayesian Networks, Other Approaches, Time and Uncertainty, Temporal Models, Utility Theory, Decision Network, Complex Decisions.


Unit V






                                   [No. of Hrs. 12]

Higher Level Agents: Knowledge in Learning, Relevance Information, Statistical Learning Methods, Reinforcement Learning, Communication, Formal Grammar, and Augmented Grammars, Future of AI.


BOOKS RECOMMENDED

ESSENTIAL READINGS:
1. Stuart Russell and Peter Norvig, “Artificial Intelligence A Modern Approach”, 2ndEdition, Prentice               Hall, 2002.
REFERENCES:
1. Michael Woodridge, “An Introduction to Multi Agent System”, John Wiley, 2002.
2. Patrick Henry Winston, “Artificial Intelligence”, 3rd Edition, AW, 1999.
3. Nils.J.Nilsson, “Principles of Artificial Intelligence”, Narosa Publishing House, 1992.

DATA WAREHOUSING AND DATA MINING

Paper Code: MCS 425A
Credits : 04

Periods/week :04

Max.marks :100

Objective: This Course Focuses on The Study of Basic Concepts of Data Warehousing And Data Mining.

Unit 1 









[No. of Hrs. 12]
Introduction To Data Warehousing -Concept And Characteristics of Data Warehouse, Distributed V/S Centralized Data Warehouses, Design Consideration of Data Warehouse ,Tools For Data Warehousing ,Data Warehouse Models ,Architecture Of Data Warehouse And Organizational Issues ,Managing Security In Data Warehouse Environment.






                                                   

Unit 2









[No. of Hrs. 12]
OLTP And OLAP Systems And Their Applications, Steps Involved In Project Planning, Management, Project Estimation, Introduction To ROLAP AND MOLAP Application Of Data Warehouse - National Data Warehouses, Census Data, Prices Of Essential Commodities.

Unit 3









[No. of Hrs.12]
Data Mining:   Introduction, Definition, KDD Vs. DM, DBMS Vs. DM, DM Techniques, Issues And challenges In DM, DM Applications. Association Rules: A Prior Algorithm, Partition, Search, Incremental, Border, FP-Tree Growth Algorithms.           

Classification: Parametric And Non-Parametric Technology: Bayesian Classification, Two Class And Generalized Class Classification, Classification Error, Decision Boundary, Discriminate Functions.

Unit 4









[No. of Hrs. 12]
Non-Parametric Methods for Classification. Clustering: Hierarchical And Non-Hierarchical Techniques, K-Medoid Algorithm, Partitioning, Clara, Clarans. Advanced Hierarchical Algorithms.    

Unit 5









[No. of Hrs.12]
Decision Trees: Decision Tree Induction, Tree Pruning, Extracting Classification Rules From Decision Trees, Decision Tree Construction Algorithms, Decision Tree Construction With Presorting. Other Techniques For Data Mining: Introduction, Learning, Neural Networks, Data    Mining Using Neural Networks, Genetic Algorithms. Web Mining: Web Mining, Text Mining, Data Mining Tasks.

BOOKS RECOMMENDED:

ESSENTIAL READINGS:
1. C.S.R Prabhu, “Data Warehousing “, PHI. 

REFERENCES:

1. Trevor Hastic, Robert Tibshirani and Jerome Friedman,”Data mining inference and prediction,” 2009.

2. Ralfh Kimball, Laura Reeves, Margy Ross, ”The Data Warehouse Life Style Toolkit “Wiley Computer Publishing, 2008.

3. David Mand , Heikki  Manniles, Padhraic Smyth, ”Principles Of Data Mining” ,Eastern Economy Edition 2005

 EVOLUTIONARY COMPUTATION

Paper Code: MCS 422B
Credits: 04

Periods/week: 04

Max. Marks: 100
Objective: The course aims at Introducing the main concepts, techniques and applications in the field of evolutionary computation and to inputs on when evolutionary computation techniques are useful. On completion of this course, students should be able to understand  relations between  evolutionary algorithms presented in the course and other search and optimization techniques, understand the implementation issues of evolutionary algorithms, determine appropriate parameter settings to make different evolutionary algorithms work well and to design new evolutionary operators. 
Unit I









 [No. of Hrs. 12]

Introduction to Evolutionary Computation (EC): Biological and artificial evolution, A historical perspective, Evolutionary computation and AI, Introduction to different branches of EC: Genetic Algorithms, Evolutionary Programming, Evolutionary Strategies and Genetic Programming, A simple evolutionary algorithm: basic structure, A Unified View of Simple EAs: A Common Framework, Population Size- Parent Population Size, Offspring Population Size, Selection- Choosing Selection Mechanisms, Reproductive Mechanisms- Mutation, Recombination, Crossover or Mutation?, Representation Issues, Choosing Effective Reproduction Mechanisms. 

Unit II 








[No. of Hrs. 12]

Search Operators and Representations: The importance of representation, e.g., binary vs. Gray coding, Different search operators, Adaptive representations, Recombination/Crossover for strings (e.g., binary strings), e.g., one-point, multi-point, and uniform crossover operators, Mutation for strings, e.g., bit-flipping, Recombination/Crossover and mutation rates, Recombination for real-valued representations, e.g., discrete and intermediate recombination, Mutation for real-valued representations, e.g., Gaussian and Cauchy mutations, self-adaptive mutations, etc., Why and how a recombination or mutation operator works 

Unit III 








[No. of Hrs. 12]

Selection Schemes: Fitness proportional selection and fitness scaling, Ranking, including linear, power, exponential and other ranking methods, Tournament selection, Selection pressure and its impact on evolutionary search

Unit IV 








[No. of Hrs. 12]

Evolutionary Combinatorial Optimization and Comparison of branches of EC: Evolutionary algorithms for TSPs, Differences and similarities between Genetic Algorithms, Evolutionary Programming, Evolutionary Strategies and Genetic Programming, When to use which EC technique? Theoretical Analysis of Evolutionary Algorithms (EA): Schema theorems, Convergence of EAs, Computational time complexity of EAs, No free lunch theorem.

Unit V 








[No. of Hrs. 12]

Genetic Programming: Trees as individuals, Major steps of genetic programming, e.g., functional and terminal sets, initialization, crossover, mutation, fitness evaluation, etc., Search operators on trees, automatically defined functions, Issues in genetic programming, e.g., bloat, scalability. 

BOOKS RECOMMENDED (MCS 422B):

 ESSENTIAL READING:
1. K. A. De Jong, “Evolutionary Computation: A Unified Approach”, MIT Press (Prentice Hall of India), Cambridge MA, 2006.

2. T. Baeck, D. B. Fogel, and Z. Michalewicz, “Handbook on Evolutionary Computation”, IOP Press, 1997.

3. Z Michalewicz, “Genetic Algorithms + Data Structures = Evolution Programs”, Springer-Verlag, Berlin, 1996.

REFERENCES:

1.D E Goldberg, “Genetic Algorithms in Search, Optimisation & Machine Learning”, Addison-Wesley, 1989.

2.W Banzhaf, P Nordin, R E Keller & Frank D Francone, “Genetic Programming: An Introduction” Morgan Kaufmann, 1999.

3.X. Yao, “Evolutionary Computation: Theory and Applications”,
World Scientific Publ. Co., Singapore, 1999. 

NATURAL LANGUAGE PROCESSING

Paper Code: MCS 423B
Credits: 04

Periods / week: 04

Max. Marks: 100

Objective: This course is designed to introduce students to the fundamental concepts and ideas in natural language processing (NLP). It develops an understanding of both the algorithms available for the processing of linguistic information and the underlying computational properties of natural languages.
Unit I










     [No. of Hrs: 12]

Introduction to NLP: Knowledge in speech and language processing – Ambiguity – Models and Algorithms Language, Thought and Understanding. 

Regular Expressions and automata: Regular expressions – Finite-State automata. Morphology and Finite-State Transducers: Survey of English morphology – Finite-State Morphological parsing – Combining FST lexicon and rules – Lexicon-Free FSTs: The porter stammer – Human morphological processing

Unit II










     [No. of Hrs: 12]

Word classes and part-of-speech tagging: English word classes, Tag sets for English, Part-of-speech tagging, Rule-based  and stochastic part-of-speech tagging, Transformation based tagging. Context-Free Grammars for English: Constituency, Rules and Trees – Sentence-level constructions, The noun phrase, Coordination, The verb phase and sub categorization, Auxiliaries, Spoken language syntax – Grammars equivalence and normal form, Finite-State and Context-Free grammars, Grammars and human processing. 

Unit III









     [No. of Hrs: 12]

Features and Unification: Feature structures, Unification of feature structures, Features structures in the grammar, implementing unification, Parsing with unification constraints – Types and Inheritance. Lexicalized and Probabilistic Parsing: Probabilistic context-free grammar, problems with PCFGs – Probabilistic lexicalized CFGs – Dependency Grammars – Human parsing.

Unit IV









    [No. of Hrs: 12]

Representing Meaning: Computational desiderata for representations, Meaning structure of language, First order predicate calculus, linguistically relevant concepts – Related representational approaches, Alternative approaches to meaning. Semantic Analysis: Syntax-Driven semantic analysis – Attachments for a fragment of English – Integrating semantic analysis into the early parser – Idioms and compositionality – Robust semantic analysis. Lexical semantics: relational among lexemes and their senses, WordNet: A database of lexical relations, The Internal structure of words, Creativity and the lexicon.
Unit V









               [No. of Hrs: 12]

Word Sense Disambiguation and Information Retrieval: Selectional restriction-based disambiguation – Robust word sense disambiguation, Information retrieval other information retrieval tasks. Natural Language Generation: Introduction, Architecture, Surface realization, Discourse planning. Machine Translation: Language similarities and differences, The transfer metaphor, The Interlingua idea: Using meaning, Direct translation, Using statistical techniques – Usability and system development.

BOOKS RECOMMENDED:

ESSENTIAL READINGS:

1. Daniel Jurafsky & James H.Martin, “Speech and Language Processing”, Pearson Education (Singapore) Pte. Ltd., 2002.

2. Natural Language Processing- A Paninian Perspective, Akshar Bharati, Vineet Chaitanya, Rajeev Sangal, PHI Publicatins,2004
REFERENCES:

        1. James Allen, “Natural Language Understanding”, Pearson Education, 2003.

PROLOG/ LISP 

Paper Code: MCS 424B 

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This module is designed to acquaint the students with the basics of lisp programming and prolog concepts. 

UNIT I:



[No. of Hrs: 12]

Introduction to  LISP:The Past, Present, and Future of Common Lisp. Convergence of Hardware and Software ,The Common Lisp Model of Computation. Operating a CL Development Environment :Installing a CL Environment, Running CL in a Shell Window . Starting CL from a Terminal Window , Stopping CL from a Terminal Window, Running CL inside a Text Editor, Integrated Development Environment , Debugging in CL,Common debugger commands , Interpreted vs Compiled Code , Developing Programs and Applications in CL, A Layered Approach ,Compiling and Loading your Project .

UNIT II







  

            [No. of Hrs: 12]

Overview of CL and its Syntax , Evaluation of Arguments to a Function, Lisp Syntax Simplicity ,Turning Off Evaluation , Fundamental CL Data Types, Functions , Global and Local Variables , The List as a Data Structure , Accessing the Elements of a List,The conditional If ,Length of a List , Member of a List, Getting Part of a List,Appending Lists, Adding Elements to a List, Removing Elements from a List Sorting Lists, Control of Execution .If, When , Logical Operators, Case, Iteration.

UNIT III:







 


[No. of Hrs: 12]

Introduction to PROLOG, Foundations of prolog, Preliminaries ,Logic Formulas, Semantics of Formulas , Models and Logical Consequence , Logical Inference, Substitutions, Definite Logic Programs, Definite Clauses , Definite Programs and Goals, The Least Herbrand Model , Construction of Least Herbrand Models, SLD-Resolution , Informal Introduction, Unification , SLD-Resolution , Soundness of SLD-resolution Completeness of SLD-resolution,Proof Trees.

UNIT IV: 










[No. of Hrs: 12]

Programming in Logic: Logic and Databases ,Relational Databases ,Deductive Databases, Relational Algebra vs. Logic Programs, Logic as a Query-language, Special Relations  Databases with Compound Terms, Programming with Recursive Data Structures : Recursive Data Structures Lists, Difference lists.

UNIT V: 










[No. of Hrs: 12]
Amalgamating Object- and Meta-language: What is aMeta-language, Ground Representation, NongroundRepresentation.The Built-in Predicate clause/2 ,The Built-in Predicates assert,The Built-in Predicate retract/1 ,Logic and Expert Systems Expert Systems,Collecting Proofs,Query-the-user, Fixing the Car (Extended Example), Logic and Grammars: Context-free Grammars,LogicGrammars, Context-dependent Languages, Definite Clause Grammars (DCGs),Cmpilation of DCGs into Prolog .

BOOKS RECOMMENDED

1.  Ulf Nilsson and Jan aÃluszynski , “Logic, Programming And Prolog (2ed)”.

2. Robert A Muller and Rex L. Page, “Symbolic Computing with Lisp and Prolog”, John Wiley and Sons.

DATA MINING

Paper Code: MCS 425B
Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: This course introduces basic concepts, tasks, methods, and techniques in data mining. The emphasis is on various data mining problems and their solutions. Students will develop an understanding of the data mining process and issues, learn various techniques for data mining, and apply the techniques in solving data mining problems using data mining tools and systems.
Unit I






                                              
        [No. of Hrs. 12]

Introduction:Fundamentals of data mining, DataMining Functionalities, Classification of Data Mining systems, Major issues in Data Mining, Data Warehouse and OLAP Technology, Multidimensional Data Model, Data Warehouse Architecture, Data Warehouse Implementation, Data Cube Technology, Data Warehousing to Data Mining.

Unit II
                                                                                                                                 [No. of Hrs. 12]

Data Mining Primitives, Languages, and System Architectures: Data Mining Primitives, Data Mining Query Languages, Designing Graphical User Interfaces Based on a Data Mining Query Language Architectures.


Unit III





                                                        [No. of Hrs. 12]

Mining Association Rules in Large Databases: Association Rule Mining, Mining Single-Dimensional Boolean Association Rules from Transactional Databases, Mining Multilevel Association Rules from Transaction Databases, Mining Multidimensional Association Rules from Relational Databases and Data Warehouses, From Association Mining to Correlation Analysis, Constraint-Based Association Mining.


Unit IV






                   
                      [No. of Hrs. 12]

Classification, Clustering, and Prediction: Issues Regarding Classification and Prediction,
Classification by Decision Tree Induction, Bayesian Classification, Classification by
Back propagation, Classification Based on Concepts from Association Rule Mining,
Other Classification Methods, Prediction, Classifier Accuracy. Cluster Analysis Introduction: Types of Data in Cluster Analysis, A Categorization of Major Clustering Methods, Partitioning Methods, Density-Based Methods, Grid-Based Methods, Model-Based Clustering Methods, Outlier Analysis.

Unit V






                                                        [No. of Hrs. 12]

Mining Complex Types of Data: Multidimensional Analysis and Descriptive Mining of
Complex, Data Objects, Mining Spatial Databases, Mining Multimedia Databases,
Mining Time-Series and Sequence Data, Mining Text Databases, Mining the World Wide
Web.
BOOKS RECOMMENDED:

ESSENTIAL READINGS:

1.Jian Pei & Micheline Kamber, Data Mining: Concepts and Techniques, Morgan Kaufmann, 2nd Edition, Nov.2005

2.Arun K Pujari, Data Mining Techniques, University Press, July 2001

3.W. H. Inmon, Building the Data Warehouse, Wiley Dreamtech India Pvt. Ltd., 4th Edition, Oct.2005.


REFERENCES : (MCS 425B)
1. Sam Anahory & Dennis Murray, Data Warehousing in the Real World –A Practical guide for building Decision Support Systems, Pearson Edison Asia, July 1997

2. 
Ralph Kimball, Margy Ross, Warren Thornthwaite, Joy Mundy, Bob Becker, The Data 

Warehouse Life Cycle Tool Kit, Wiley.2nd Edition, January 2008. 

3. 
Margaret H Dunham, Data Mining Introductory and advanced topics, Prentice 

Hall, September 2002.
FUZZY SYSTEMS
Paper Code: MCS 426 B

Credits: 04

Periods/Week: 04

Max. Marks: 100

Objective:  This course introduces the basic concepts of fuzzy set theory and analyze several application case studies, with a special emphasis on the design, tuning, and deployment of Fuzzy Logic Controllers (FLC) and other fuzzy systems. 

Unit I: Introduction to Neural Networks 





[No. of Hrs: 12]
Introduction, Humans and Computers, Organization of the Brain. General Description:  Fuzzy Set and Fuzzy Logic: motivation, possibilistic interpretation, basic concepts.

Unit II: Classical & Fuzzy Sets 






[No. of Hrs: 12]
Introduction to classical sets - properties, Operations and relations; Fuzzy sets, Membership, Uncertainty, Operations, properties, fuzzy relations and inferences, cardinalities, membership functions. 

Unit III: Fuzzy Logic System Components




[No. of Hrs: 12]
Fuzzification, Membership value assignment, development of rule base and decision making system, Defuzzification to crisp sets, Defuzzification methods. 

Unit IV: Fuzzy Logic Control






[No. of Hrs: 12]
Membership function-knowledgebase, decision making logic- optimization of membership function using neural network- Adaptive Fuzzy system, Introduction to genetic algorithm.

Unit V: Applications








[No. of Hrs: 12]
Fuzzy Logic Applications:  approximate reasoning, fuzzy arithmetic, linguistic models, decision theory, classification, and fuzzy controllers (development, tuning, compilation, deployment).  Fuzzy logic control and Fuzzy classification

Computational Intelligence (CI): hybrid systems based on fuzzy, 

BOOKS RECOMMENDED

ESSENTIAL READINGS:
1. H.J.Zimmermann, ”fuzzy set theory and its applications”, Allied publication, Ltd1996

2. Johy Yen & Reza Langari, “ Fuzzy Logic:- Intelligence control and information”, pearson education, new delhi,2003


REFERENCES:

1. I.S.R. Jang, c.t.sun, E.mizutani, “Neuro-Fuzzy and soft computing”, prentice hall, 1997

2. Timothy J.Rose, “ Fuzzy Logic with Engineering Applications”, Tata McGraw Hill, 1997.


ADVANCED DBMS

Paper Code: MCS 422C
Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: The objective of this paper is to give the knowledge about Advanced DBMS.
Unit I: 






  


[No. of Hours: 12]

Distributed Database: 
Introduction, Distributed Data Storage, Distributed Transactions, Commit protocol: 2-phase, 3-phase, Concurrency Control in distributed Environment, Distributed Query Processing: horizontal/vertical fragmentation

Unit II:









[No. of Hours: 12]

Parallel Database:

Introduction, Parallel Architecture, I/O Parallelism, Interquery Parallelism, Intra Query Parallelism, Intraoperation Parallelism: Parallel Sort, Parallel Join, Interoperation Parallelism: Pipelined and Independent Parallelism,
Unit III:









[No. of Hours: 12]

Object Oriented DBMS:

Introduction, Object oriented Database, Object oriented Data Model, Features of Object Oriented Languages, Persistent Programming Languages, ORDBMS: Nested Relations, Complex Types, OQL, Inheritance, Reference Types, Storage for Object Databases, Comparison of OODBMS and ORDBMS.

Unit IV:









[No. of Hours: 12]

Query Processing and Recovery System

Introduction, Measures of Query Cost, Selection Operation, Sorting, Join Operation, Set Operations, Evaluation of Expressions, Recovery and Atomicity, Failure Classification, Log based recovery and Log Maintenance.

Unit V:









[No. of Hours: 12]

PL/SQL:


Introduction, Advantages of PL/SQL over SQL, block, architecture, character set, data types, compilation, programming constructs: conditional statement, iteration, exception handling, cursors: implicit, explicit, cursor for loop, procedures, functions, triggers, packages

BOOKS RECOMMENDED

ESSENTIAL READINGS:
1. Abraham Silberschatz, Henry F. Korth, S. Sudarshan, “Database System Concept”, 

    Mc Graw Hill International Edition, 2006
REFERENCES:

1. Raghu Ramakrishnan, Johannes Gehrke, “Database Management Systems”, Mc 

    Graw Hill International Edition, 2000

2. R.Elmasri and SB Navathe, “Fundamentals of Database Management Systems”, Addison Wesley, 4th Ed., 2004

EMBEDDED SYSTEM DESIGN
Paper Code: MCS 423C

Credits: 04

Periods/week: 04

Max. Marks: 100

Objective: To introduce students to the embedded systems, its hardware, devices, buses and basic idea of embedded System applications.

Unit I







                   
                  [No. of Hrs. 12]

Overview: An Overview of Embedded system, Requirements, Challenges issues, and trends in software development. Application market segments, control system and industrial automation, Data communication, Networked Information Appliances, Telecommunications. 

Unit II








    
                  [No. of Hrs. 12]

Hardware Architecture: Processor, Memory, Latches and buffers, ADC & DAC, Application specific control, Display units, keypads, DSP. 

Unit III







     
                 [No. of Hrs. 12]

Microcontrollers and Communication Interfaces: Microcontrollers and their applications, Serial interface, IEEE 1394, USB, Infrared, Ethernet and PCI bus. 

Unit IV







                  
      [No. of Hrs. 12]

Embedded System Development Process: Requirement, System Architecture, Operating System and processes, Development platform and tools, HLL Support Cross Compilers, Linux and Windows CE based development Tools, Mobile/ Handheld Systems. 

Unit V








  
                 [No. of Hrs. 12]

Embedded System Applications:  Basic idea of embedded system application likes mobile networks, GPS, Real time system, Database applications, Networked and JAVA-enabled information appliances, Mobile JAVA applications.

BOOKS RECOMMENDED

ESSENTIAL READINGS:
1. Rajkamal, “Embedded Systems: Architecture”, Programming and Design, TATA McGraw-Hill, Second Edition, 2009.


REFERENCES:
1. Steve Heath, “Embedded Systems Design”, Newnes, Second Edition, 2003.

2. David E.Simon, “An Embedded Software Primer”, Pearson Education Asia, First Indian 

Reprint, 2000.


3.
Wayne Wolf, “Computers as Components; Principles of Embedded Computing System Design Harcourt India”, Morgan Kaufman Publishers, First Indian Reprint, 2001.


4.
 Frank Vahid and Tony Givargis, Embedded Systems Design: A unified Hardware /Software Introduction, John Wiley, 2002. 

NETWORK PROGRAMMING
Paper Code: MCS 424C
Credits: 04

Periods/week: 04


Max. Marks: 100

Objective: This paper is to give conceptual knowledge to students about  Network Programming in unix environment , with detailed knowledge of TCP and UDP architecture.  
UNIT I









 [No. of Hrs. 12]
Introduction to Network Programming: OSI model, Unix standards, TCP and UDP & TCP connection establishment and Format, Buffer sizes and limitation, standard internet services, Protocol usage by common internet application.
UNIT II 









[No. of Hrs. 12]
Sockets : Address structures, value – result arguments, Byte ordering and manipulation function and related functions Elementary TCP sockets – Socket, connect, bind, listen, accept, fork and exec function, concurrent servers. Close function and related function.
UNIT III 









[No. of Hrs. 12]
TCP client server : Introduction, TCP Echo server functions, Normal startup, terminate and signal handling server process termination, Crashing and Rebooting of server host shutdown of server host.
UNIT IV 









[No. of Hrs. 12]
I/O Multiplexing and socket options: I/O Models, select function, Batch input, shutdown function, poll function, TCP Echo server, getsockopt and setsockopt functions. Socket states, Generic socket option IPV6 socket option ICMPV6 socket option IPV6 socket option and TCP socket options.
UNIT V 









[No. of Hrs. 12]
Elementary UDP sockets: Introduction UDP Echo server function, lost datagram, summary of UDP example, Lack of flow control with UDP, determining outgoing interface with UDP.
BOOKS RECOMMENDED:

ESSENTIAL READINGS:

1. W.Richard Stevens, Pearson Edn “UNIX Network Programming”, Vol. I, Sockets API, 2nd Edition. -.Asia.
2. W.Richard Stevens “UNIX Network Programming”, 1st Edition, -. PHI.

REFERENCES

1. T CHAN “UNIX Systems Programming using C++”, PHI.

2. Graham GLASS, King abls “UNIX for Programmers and Users”, 3rd Edition, Pearson Education

3. M. J. ROCHKIND “Advanced UNIX Programming”, 2nd Edition, Pearson Education

DATA WAREHOUSING AND DATA MINING

Paper Code: MCS 425C
Credits : 04

Periods/week :04

Max.marks :100

Objective: This Course Focuses on The Study of Basic Concepts of Data Warehousing And Data Mining.

Unit 1 









                 [No. of Hrs. 12]
Introduction To Data Warehousing -Concept And Characteristics of Data Warehouse, Distributed V/S Centralized Data Warehouses, Design Consideration of Data Warehouse ,Tools For Data Warehousing ,Data Warehouse Models ,Architecture Of Data Warehouse And Organizational Issues ,Managing Security In Data Warehouse Environment.






                                                   

Unit 2









                 [No. of Hrs. 12]
OLTP And OLAP Systems And Their Applications, Steps Involved In Project Planning, Management, Project Estimation, Introduction To ROLAP AND MOLAP Application Of Data Warehouse - National Data Warehouses, Census Data, Prices Of Essential Commodities.

Unit 3









                 [No. of Hrs.12]
Data Mining:   Introduction, Definition, KDD Vs. DM, DBMS Vs. DM, DM Techniques, Issues And challenges In DM, DM Applications. Association Rules: A Prior Algorithm, Partition, Search, Incremental, Border, FP-Tree Growth Algorithms.           

Classification: Parametric And Non-Parametric Technology: Bayesian Classification, Two Class And Generalized Class Classification, Classification Error, Decision Boundary, Discriminate Functions.

Unit 4









                 [No. of Hrs. 12]
Non-Parametric Methods for Classification. Clustering: Hierarchical And Non-Hierarchical Techniques, K-Medoid Algorithm, Partitioning, Clara, Clarans. Advanced Hierarchical Algorithms.    

Unit 5









                 [No. of Hrs.12]
Decision Trees: Decision Tree Induction, Tree Pruning, Extracting Classification Rules From Decision Trees, Decision Tree Construction Algorithms, Decision Tree Construction With Presorting. Other Techniques For Data Mining: Introduction, Learning, Neural Networks, Data    Mining Using Neural Networks, Genetic Algorithms. Web Mining: Web Mining, Text Mining, Data Mining Tasks.

BOOKS RECOMMENDED:

ESSENTIAL READINGS:
1. C.S.R Prabhu, “Data Warehousing “, PHI. 

REFERENCES:

1. Trevor Hastic, Robert Tibshirani and Jerome Friedman,”Data mining inference and prediction,” 2009.

2. Ralfh Kimball, Laura Reeves, Margy Ross, ”The Data Warehouse Life Style Toolkit “Wiley Computer Publishing, 2008.

3. David Mand , Heikki  Manniles, Padhraic Smyth, ”Principles Of Data Mining” ,Eastern Economy

GRID COMPUTING 
Paper Code: MCS 426C

Credits: 04

Periods/week: 04

Max. Marks: 100
Objective: To understand the generics, applications, technologies and tool kits of the grid computing 

UNIT-I




 

                  
              [No. of Hrs: 12]

Grid computing: Introduction - Definition and Scope, need for computational grids, potential users and techniques for use of grids. Grid requirements of end users, application developers, tool developers, grid developers, and system managers. 

UNIT-II



 

                   

             [No. of Hrs: 12]

Grid computing initiatives:
 Grid Computing Organizations and their roles – Grid Computing analog – Grid Computing road map. Computing Platforms. Operating Systems and Network Interfaces. Compilers, Languages and Libraries for the Grid. Grid Scheduling, Resource Management, Resource Brokers, Resource Reservations. 

UNIT-III




 

                                     [No. of Hrs: 12]

Grid computing applications: Merging the Grid sources – Architecture with the Web Devices Architecture. Grid Architecture, Networking Infrastructure, Protocols and Quality of Service.  Instrumentation and Measurement, Performance Analysis and Visualization. Security, Accounting and Assurance

UNIT-IV




 

                                      [No. of Hrs: 12]

Technologies: OGSA – Sample use cases – OAGSA platform components – OGSI – OGSA Basic Services. Open Grid Service Architecture and Data Grids. Grid Portal Development Application Types: geographically distributed, high-throughput, on demand, collaborative, and data intensive supercomputing, computational steering, real-time access to distributed instrumentation systems. 

UNIT-V                                                                                                                       [No. of Hrs: 12]

Grid computing tool kits: Globus GT 3 Toolkit – Architecture, Programming model, High level services – OGSI .Net middleware Solutions. The Globus Toolkit: Core systems and related tools such as the Message Passing Interface communication library, the Remote I/O (RIO) library, and the Nimrod parameter study library, Legion and related software, Condor and the Grid. A CASE study of Grid Computing for a Telecommunications Data Center organizations.

BOOKS RECOMMENDED
ESSENTIAL READINGS:

1. Joshy Joseph & Craig Fellenstein, “Grid Computing”, Prentice Hall PTR-2003.

REFERENCES:

1. Ahmar Abbas, “Grid Computing: A Practical Guide to technology and Applications”, Charles River media – 2003.

2. Daniel Minoli, “A networking approach to Grid Computing “.Wiley-Interscience; 1 edition (November 1, 2004) 
3. Ian Foster & Carl Kesselman – “The Grid Blueprint for a New Computing Infrastructure”- Morgan Kaufmann book store , 2004.

OPERATIONS RESEARCH

Paper Code: MCS 427C
Credits: 04

Periods/week: 04

Max. Marks: 100
Objective: This course is designed so as to familiarize students with OR models and the quantitative techniques that are used to handle real life problems. 

UNIT-I




 

                  
               [No. of Hrs: 12]

Linear Programming: Model Formulation: Assumptions in linear programming, Formulation of linear programming models, Graphical illustrations and understanding of special cases – no feasible solutions, no finite optimum solutions, multiple solutions, and degenerate solutions

Methodology: The geometry of linear programming problem, the algebra of Simplex method including the concepts of convex set, extreme points, basic feasible solutions, slack , surplus, artificial variables, computational aspects of the Simplex algorithm and the two phase method, numerical examples illustrating all types of cases, viz. infeasibility, unbounded problems, alternate optimal solution, etc. Duality theory in linear programming, dual formulation for all types of linear programming problems including equality inequality constraints, unrestricted variables, maximization and minimization in objective function.

UNIT-II



 

                   

              [No. of Hrs: 12]

Transportation problems and assignment problems General models of the two problems as special linear programming problems, Basic feasible

solution computation for TP problems by north-west rule, matrix minima method and Vogel’smethod, determining the optimal transportation schedule, the Hungarian method for AP problems 
Job Sequencing Sequencing models, Johnson’s algorithm for processing n jobs -two machines and n-jobs three machines.

UNIT-III




 

                                      [No. of Hrs: 12]

Inventory Control Introduction to Inventory control and applications, deterministic Models: the basic EOQ model, inventory models with non-zero lead time, EOQ problems with Discount rates and price breaks, EOQ with shortages.

UNIT-IV




 

                                     [No. of Hrs: 12]

Project Scheduling by PERT/CPM Project management: PERT, CPM; applications of PERT/ CPM, drawing PERT/CPM networks, critical path evaluation by network analysis and CPM method, determination of negative floats and negative slacks, probability of project completion, program evaluation and review technique. 

UNIT-V




 

                                      [No. of Hrs: 12]

Basic Queuing Theory Basic elements of queuing systems through examples, exponential Distribution and Poisson distribution; Steady state measure of performance of a Queuing system, Single server single channel model (M/M/1), multi-channel queuing model (M/M/m).

BOOKS RECOMMENDED
ESSENTIAL READINGS:

1. Hamdy A Taha, “Operations Research: An Introduction”, 8th edition (with CD ROM), 2002, Pearson Education, Inc

REFERENCES:
1. S. Chandra, Jayadeva, A. Mehra, “Numerical optimization with Applications”, Narosa Publishing House, 2009
2. Gillet B.E. –“Introduction to Operation Research”- A Computer Oriented Algorithmic Approach

    Tata McGraw  Hill Pub. Co.  New Delhi.

3. Kapoor V.K : Operation Research-Sultan Chand & Sons : Fifth Edition 1999.
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